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E-mail: Veronique.Adriaenssens@rug.ac.be 
 
 
Fuzzy logic is a soft computing technique that makes use of fuzzy sets and fuzzy linguistic 
rules to incorporate the uncertainty into a model.  Fuzzy logic can be very useful within the 
domain of ecology. Many natural systems are inherently non-linear and cannot be represented 
by conventional linear models. Ecological expert knowledge is also often vague and uncertain 
to be expressed by mathematical functions. Fuzzy logic can process this imprecise and 
uncertain information. Fuzzy rule-based systems can also use knowledge of experts in the 
given field of interest because of the ability to work with linguistic variables.  There are 
several applications for which the fuzzy models were designed in ecosystem management. 
Most of these developed models are used for assessment of ecosystem integrity or 
sustainability.  
In this paper, the fuzzy logic technique will be evaluated for his use into river quality 
assessment. This will be done by means of a case study on the Zwalm river basin (Flanders, 
Belgium). An ecological dataset of 120 samples at 60 sites, collected over a two-year period 
(2000-2001) is used for this purpose. Fifteen structural, physical and chemical environmental 
variables such as temperature, pH, percentage of dissolved oxygen, water depth, stream 
velocity, presence/absence of hollow beds, deep/shallow variation… were measured at each 
site, as well as the abundance of the aquatic macroinvertebrate taxa. After input variable 
selection, input variables were fuzzificated into fuzzy sets, dependent on their degree of 
uncertainty. A fuzzy rule base system was developed using an expert knowledge database. 
The output of the fuzzy river assessment system was then compared with assessment systems 
used by The Flemish Environmental Agency. The robustness and sensitivity of the fuzzy 
assessment model for different water quality situations (range: very bad to very good) was 
analyzed.  
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Finding fish species patterns in the Garonne basin (France) with a 
self-organising map 

 
Alonso Aguilar Ibarra 1, Young-Seuk Park2, Puy Lim 1, Sovan Lek 2 
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Toulouse cedex 4, France. E-mail: park@cict.fr  
 
 
We present patterns of fish distribution in South Western France. This study is focused on 
defining ichthyoregions in the Garonne basin by using a Kohonen’s self-organising map 
(SOM). The SOM is a non-supervised artificial neural network which allows to extract 
features in presented patterns, without being told what outputs (i.e. guilds) associated with the 
input data are desired. We used a two dimensional (4x3) output map. 
Our fish community dataset  was collected in sampling sites spread over the Garonne basin 
between 1986 and 1996. Five environmental variables (altitude, distance from the source, 
mean annual water temperature, mean annual water flow, surface of catchment area), and fish 
species richness were measured at each site. The SOM was trained with several datasets 
(native species, introduced species, migratory species, and total species). The trained SOMs 
were able to identify fish assemblage patterns, from which we recognised a gradient of fish 
species longitudinal succession, and in accordance to environmental features. This pattern was 
more evident for native species than for introduced species. In the latter case, human-induced 
introductions may have played a role in their distribution. Migratory species were rather 
associated to the larger rivers of the basin. After our analysis, we may infer the existence of 
four ichthyoregions in the Garonne basin following a species gradient: an upstream headwater 
region, an upstream transition region, a downstream transition region, and a downstream 
plains region. We conclude that our study would help to understand landscape ecology in the 
area, and would represent a tool for aquatic management and assessment agencies.  
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Prediction of class membership by means of Support Vector 
Machines 

 
Akkermans W., Verdonschot P.F.M. and Nijboer R.C. 

 
Alterra, Green World Research, team of Freshwater Ecology, Wageningen, The Netherlands. 

E-mail: L.M.W.Akkermans@plant.wag-ur.nl 
 
 
Support Vector Machines (SVMs) are nonlinear predictors that can be used both for 
classification and regression. In this paper the emphasis is on classification.  
In the SVM framework class boundaries are defined by so-called ‘boundary observations’ or 
support vectors. Hence support vectors are data points lying in some sense ‘between’ two 
classes. The search for these boundary observations is the main task of a Support Vector 
Machine.  
It appears that SVMs can be expressed as quadratic programming problems, which implies 
that they have a well-behaved loss function and clearly defined stop criterion. This can be 
considered as an advantage of this method over Neural Networks. 
In this paper a data set of freshwater sites is considered, which has been classified into 
cenotypes on the basis of macro-invertebrate species abundance. An SVM is fitted to these 
data in order to predict the cenotypes using only environment variables. The performance of 
the classifier is assessed by means of leave-one-out crossvalidation.  
Finally, a method proposed by Platt (1999) in the context of 2-class classification is adapted 
to multi-class classification and used to obtain estimates of posterior probabilities of class 
membership for each observation.  
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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 Creation and use of a database of Dinophyta of Ukraine 
 

Anishchenko I., Krakhmalnyy A. 
 

Institute of Botany, National Academy of Sciences of Ukraine 
2 Thereshchenkivska St., 1601 Kyiv – UA. 
E-mail: ira_anishchenko@hotmail.com 

 
 
The problem of preservation and global inventory of all objects of the plant world is very 
important now. Data resulting from our work show, that Dinoflagellates developing in the 
various Ukrainian reservoirs (from small puddles to large rivers, lakes and estuaries), however 
the frequency of their occurrence is very low (1-5% from the total quantity of samples). At 
present the species of Dinoflagellates with wide amplitude of adaptation to the different 
ecological conditions are found in the continental reservoirs of Ukraine. They are following: 
Ceratium hirundinella (O.F.Muller) Berg, Peridiniopsis quadridens (Stein) Bourr., Peridinium 
cinctum (J.F.Muller) Ehr., P. umbonatum Stein (rivers, freshwater lakes, ponds) and 
Prorocentrum cordatum Dodge, P. micans Ehr. (estuaries, saltwater lakes). However, the most 
Dinoflagellates characterise by limited amplitude of the adaptation to the environment, that 
explains low frequency of their occurrence. The problem of creating and using a database of 
Dinophyta in Ukraine is connected to the need to inventory the biodiversity of all 
Dinoflagellate species - one of the most sensitive group of vegetative organisms and 
indicative of clean water. Such systems considerably increases an performance of the 
specialist phycologist, and also allows the conduct of otherwise labour-intensive analyses. 
Based on an analysis of a data domain we designed a conceptual pattern, which includes both 
a taxonomic information (accepted name: family, genus, species, synonyms) and references 
(place of growth, ecological characteristics of biotope, literature references, geography of 
distribution). Users of such system may to update a database by new species, replace of a 
main species by a synonym and reverse procedure, introduce nomenclatural changes, work 
with original and bibliographic information, prepare a systematic structure, make checklists, 
which can  be used in natural reservations and landscape parks of the Ukraine. Moreover, this 
system allows to use an electronic mycroscope's photos of dinoflagellate species. 
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Detection of microbiological pollution in fresh water 
by Fuzzy logic method 

 
Bouharati S.1 2, Harzallah D.1, Benmahamed K.2, Abdesalem M.3, Hachem A.3 

 
1Biology Dept., Faculty of Sciences, UFA Setif Algeria. E-mail: sbouharati@yahoo.fr 

2Intelligent systems laboratory, Electronic dept., Faculty of Ingineering, UFA Setfi Algeria. 
3Electrical engineering Dept., Faculty of Ingineering, Assiut University, Egypt. 

 
 
Even water which looks clear and pure may be sufficient contaminated with pathogenic 
microorganisms to be a health hazard. Some means are necessary to ensure that drinking 
water is safe. One of the main tasks of water microbiology is the development of laboratory 
methods which can be used to detect the microbiological contaminants that may be present in 
drinking water. To check each drinking water supply for these contaminants would be a 
difficult and time-consuming job. The coliform goup of organisms are suitable as indicators 
because they are common inhibitants of the intestinal tract. Althougt, some of the quantitative 
and qualitative methods used up to now to detect colirom bacteria are so effective, the 
confirmed presence of these bacteria is detectible following at least 24-hour incubation time. 
In this study, a new approch for the detec tion of colifom bacteria in fresh water is proposed. 
This is done by the use of the Fuzzy logic method. The Fuzzy logic method is based on the 
variations of the physical and chemical parameters occured during bacterial growth in fuzzy 
environment. The treatment of data is done by Fuzzy algorithm which ends by a Fuzzy 
program. The response will be in linguistic and numerique expression of microbiological 
contaminants of fresh water. 
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A fuzzy logic model for fish recruitment forecast 
 

D. G. Chen 
 

International Pacific Halibut Commission 
 University of Washington, P. O. Box 95009, Seattle WA 98145-2009, USA 

E-mail: din@iphc.washington.edu 
 
 
A fuzzy logic model is proposed for fish recruitment forecast using fish stock-recruitment 
data incorporating environmental information. Data from the Pacific halibut stock with the 
Pacific Decadal Oscillation index as the environmental variable is used for the model 
development. A comparison is conducted to the traditional stock-recruitment analysis and 
neural network model. It is demonstrated that the fuzzy logic model outperforms the 
traditional stock-recruitment analysis and the neural network model in model fitting and 
recruitment forecasting as measured by several diagnostic criteria.  
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A comparison of neural network and fuzzy logic models for 
estimating seasonal pseudo steady state chlorophyll-a 

concentrations in reservoirs 
 
 

D. G. Chen1  and  Selçuk Soyupak2 

 
1International Pacific Halibut Commission, University of Washington,  

P. O. Box 95009, Seattle WA 98145-2009, USA. E-mail: din@iphc.washington.edu 
2Civil Engineering Department, Atilim University, Kizilcasar Koyu, İncek , 06836, Ankara, 

Turkey. E-mail: selcuk_soyupak@atilim.edu.tr 
 
 
Fuzzy logic and neural network models were developed to estimate pseudo steady state 
chlorophyll-a concentrations in a very large and deep dam reservoir that exhibits high spatial 
and temporal variability. The estimation power of the developed fuzzy logic model was tested 
by comparing its performance with that from neural network modeling approach. The utilized 
data set include chlorophyll-a concentrations as an indicator of primary productivity as well as 
several other water quality variables such as PO4 phosphorus, NO3 nitrogen, alkalinity, 
suspended solids concentration, pH, water temperature, electrical conductivity, dissolved 
oxygen concentration and Secchi depth as independent environmental variables. Considering 
the existence of non-significant functional relationships between some of the water quality 
variables and the chlorophyll-a concentrations, an initial analysis was conducted to select the 
most important variables that can be used in estimating the chlorophyll-a concentrations 
within the studied water body. Following the outcomes from this initial analysis, the fuzzy 
logic model and neural network models were developed to estimate the chlorophyll-a 
concentrations and the advantages of the fuzzy logic model were demonstrated in model 
fitting over neural network modelling approach. 
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Self-Organizing Mapping on Response Behavior of Indicator 
Species Exposed to Toxic Chemicals for Developing Automatic 

Bio-monitoring Systems in Aquatic Environment  
 

Tae-Soo Chon*, Inn-Sil Kwak, Mi-Young Song, Chang Woo Ji, Cheol Ki Kim1, Eui-
Young Cha1, Sung Cheol Koh2, Jong-Sang Kim3, Joo-Baek Leem4 and Sung-Kyu Lee5  

 
*Division of Biological Sciences, Pusan National University, 30 Changjeon-dong,  

Keumjeong-ku, Pusan 609-735, Korea E-mail: tschon@pusan.ac.kr 
1Division of Computer Science, Pusan National University, 30 Changjeon-dong,  

Keumjeong-ku, 609-735, Pusan KORE  
2Department of Marine Environmental Engineering, Korea Maritime University, 

Pusan 606-791, Korea 
3Department of Animal Science and Biotechnology, Kyungpook National University, 

 Taegu 702-701, Korea 
4Korean Inter-University Institute of Ocean Science, Pusan 608-737, Korea 

5Toxicology Research Center, Korea Research Institute of Chemical Technology,  
Taejon 305-600, Korea 

 
 
Behavioral responses of indicator species have been reported to be sensitive to sub-lethal 
doses of toxic chemicals, and have been used for in situ biomonitoring tool to detect toxic 
chemicals in environment.  Due to complexity and non-linearity in behavioral data, however, 
not much research has been conducted on computationally characterizing response behaviors 
of indicator species.  Artificial neural networks were utilized to train data for the movement 
tracks to recognize the patterns of response behaviors.  The indicator species such as medaka 
fish were treated with insecticides (e.g., carbofuran) in semi-natural conditions, and 
characteristic patterns of the movement tracks of test specimens were observed continuously 
in individuals through the automatic image recognition system before and after treatments for 
4 – 5 days.  The data for the locomotive tracks in a short time period (e.g., 1 min) were 
investigated in a sequence, and patterns characterizing behaviors before and after treatments 
were selected for training with the Kohonen network.  Subsequently the self-organizing 
mapping was produced to pattern new input data of the movement tracks.  As new input data 
were given to the trained map successively in one-minute sequence, the network was able to 
pattern continuously and automatically the sequence of one-minute input data.  This study 
indicated that complex movement data could be patterned by the self-organizing mapping, 
and the training with artificial neural networks is useful for developing an automatic bio-
monitoring system for detecting presence of toxic chemicals in environment.   
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Predicting the functional structure of macroinvertebrate 
communities in the Adour Garonne stream system (France) 

 
Compin A., Park Y.S., Céréghino R., & Lek S. 

 
Centre d’Ecologie des Système Aquatiques Continentaux, Université Paul Sabatier, 118 

Route de Narbonne, F-31062 Toulouse cedex, France. E-mail : compin@cict.fr 
 
 
The aim of this work was to predict the composition of macroinvertebrate functional feeding 
groups (grazers, scrapers…) with three groups of environmental variables (typological, 
chemical, and climatic), using artificial neural networks. The data (invertebrates, variables) 
were recorded in the Adour-Garonne stream system (116000 km², South-Western France). 
The modelling procedure was conducted following two steps. First, these data were computed 
with a Self-Organising Map (SOM), an unsupervised artificial neural network, which helped 
to classify the sampling sites according to community structure and to interpret relationships 
between biological attributes and environmental variables. Then, a backpropagation algorithm 
(BP), a supervised neural network, was applied to predict the composition of functional 
feeding groups using environmental variables. From the database, two third of sampling sites 
were used to train the BP, while remaining sites were applied to test the model. Sensitivity 
analyses were carried out to assess the influence of environmental variables on each 
functional groups. The results of the model showed high predictabilities for each functional 
group and high variation of functional groups with different habitats and resources. The 
sensitivity analyses showed that different functional groups responded differently to 
environmental variables. Predicting the functional structure of macroinvertebrate communities 
with environmental variables is thus a valuable tool for the assessment of disturbance in a given 
area: by knowing what the community functional structure should be like under theoretically 
undisturbed conditions in a given area, we can provide explicit spatial schemes which may be 
useful to further investigation, but we primarily can determine the degree to which human 
activities have altered it. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The selection of appropriate input variables is an important aspect of modelling. Numerous 
variables can be involved in modelling and most variables cannot be omitted without a 
significant information loss. Rigorous methods are thus needed for detecting which variables 
are relevant. Appropriate selection of input variables is not only important for modelling 
objectives as such, but also to ensure reliable decision support in river management and policy 
making. The selected variables can therefore also be considered as the critical variables in 
river restoration and conservation management programmes. 
Genetic algorithms are effective in detecting the importance of input variable combinations 
for ecological models. An input variable selection scheme based on genetics algorithms has 
been developed for both decision tree and artificial neural network (ANN) models. The 
decision tree models are based on the J48 algorithm which is a java re-implementation of 
C4.5, one of the most well known and widely-used decision tree induction systems. The ANN 
models are feed-forward networks trained with the back-propagation algorithm.  
In this paper, the results of the optimised decision tree and neural network models are 
compared. Therefore, a database of 360 samples of macroinvertebrate communities in 
unnavigable watercourses throughout Flanders was applied. Along with the abundances of 92 
taxa of macroinvertebrates, the database contained a number of abiotic variables. It was a 
combination of physical-chemical (temperature, pH, dissolved oxygen concentration and total 
organic carbon, Kjeldahl nitrogen, total phosphorus concentrations of the sediment), eco-
toxicological and structural variables (such as flow velocity and water depth). A comparison 
was made between the variables that were selected in both model types and their predictive 
performance on the basis of a validation dataset. Also the ecological relevance of the 
predictions and the usefulness of the models for decision support in water management was 
assessed.  
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The Zwalm catchment is part of the Upper-Scheldt river basin and is characterised by an 
irregular flow regime. Floodings in urbanised areas led to the construction of weirs for water 
quantity control. Due to these weirs (in combination with numerous other structural 
disturbances) aquatic habitats are degraded and species migration is obstructed. In addition, 
several perturbations caused by domestic, industrial and agricultural activities have a serious 
impact on the river ecosystem quality. To achieve an optimal exploitation of the water system, 
all stakeholders such as nature conservationists, farmers, drinking water production 
companies, water quantity managers, … have to be involved in the decision making process. 
However, due to the enormous amount of information and the complex behaviour of the 
processes in a river basin, there is a high need for data management tools and models to 
perform simulations. A Decision Support System (DSS) is being developed to improve the 
reliability and efficiency of management decisions on the water use by the different 
stakeholders. The DSS includes information about aquatic species (macroinvertebrates, fish), 
water quality, habitat quality, stream characteristics, human activities,… Ecosystem models 
based on artificial neural networks, decision trees and fuzzy logic as well as a migration 
model based on calculations with overlays in a Geographical Information System (GIS) are 
applied to predict the response of key features of the riverine environment to proposed 
management actions. In this manner, the most sustainable actions can be selected, taking the 
goals of all stakeholders into consideration. The DSS also allows to estimate the time needed 
to observe the effect of restoration actions, what is often important to convince all 
stakeholders of the effectivity of particular management decisions. In this manner, the DSS is 
an interesting tool to convince water managers and stakeholders to take specific actions and to 
elaborate an efficient planning of the restoration activities. 
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Line transect sampling is a method commonly used to census large mammals and birds in 
neotropical rainforests. Despite numerous theoretical developments and field test applications, 
the effect on census reliability of a major parameter, namely the sampling effort (i.e., the total 
transect length), has been scarcely investigated. The aim of this study is to analyse the useful 
data acquisition rate during the sampling, with the use of backpropagated neural networks. 
We pooled data obtained on 12 transects conducted in French Guianan forests, surveying 12 
areas along 100 km each. These areas were facing different human disturbance levels, ranging 
from no disturbance to heavy hunting pressure. Using information provided by the neural 
network model, we show that 1) we can optimise the sampling effort to reach a reliable 
assessment of the fauna composition and abundance 2) we can estimate indicators of the 
hunting pressure.  
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Back-propagation artificial neural network algorithms were used to induce predictive 
ecosystem models on a dataset collected at the Zwalm river basin, Flanders (Belgium). This 
dataset consisted of 120 samples, collected over a two-year period (2000-2001). Fifteen 
structural, physical and chemical environmental variables such as temperature, pH, percentage 
of dissolved oxygen, water depth, stream velocity, presence/absence of hollow beds, 
deep/shallow variation… were measured at each site, as well as the abundance of the aquatic 
macroinvertebrate taxa. 
In a preliminary study, different neural networks were developed and optimized to obtain the 
best model configuration for the prediction of the presence/absence of macroinvertebrate taxa. 
The best performing number of hidden layers and neurons, transfer functions in the hidden 
and output layer and training algorithms were searched for based on a validation set that 
consisted of measurements similar to the model training dataset. In this way, the model 
performance could only be optimized and assessed for predictions of river conditions that 
were similar to those in the collected data. The river conditions at most sites in the Zwalm 
catchment do not meet the desired ‘good ecological status’ as described in the European 
Water Framework Directive. Therefore the collected data and induced models are less useful 
as such for predictions in stream restoration management. For this reason, most relevant 
predictions can be classified as ‘extreme’ simulations for the induced neural network models 
and are therefore unreliable for practical decision support purposes. 
The aim of this paper is to test the sensitivity and robustness of the neural network models for 
these ‘extreme’ values and to elaborate model training methodologies allowing the 
development of models competent for simulations of ‘extreme’ management scenarios. If 
these ‘extreme’ values are not present in the collected dataset, the use of ecological expert 
knowledge is recommended. To import this expert knowledge in the artificial neural network 
models, a virtual dataset, containing ‘extreme’ values, was created. Artificial neural networks 
trained with and without this virtual dataset were validated on the original dataset, merely 
consisting of measurement data and also assessed for practical applications in simulations for 
stream restoration management. In this way, the sensitivity and robustness of both types of 
models was assessed from a theoretical and practical point of view. Strengths and weaknesses 
of the different methods are discussed. 
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Predicting the composition of benthic macroinvertebrate fauna in rivers is not a trivial task, 
both because of the number of species to be modeled and because of the complexity of the 
biotic and abiotic relationships that determine their distribution. 
However, the composition of the benthic macroinvertebrate fauna usually provide very useful 
insights into the ecological status of a river and this is the reason why it has been routinely 
used since many years for computing biotic indices. 
Several modeling approaches based on neural networks have been tested on a data set from 
the Latium rivers (Central Italy). This data set included 153 records for 65 taxa and 10 
environmental variables (namely: elevation, distance from source, watershed drainage area, 
gradient and 6 variables for sediment structure, as percentages of different granulometric 
classes, from boulders to silt and clay). 
In order to reduce the effect of quantitative sampling errors, all the models have been 
developed on the basis of the minimum level of faunistic information, i.e. presence/absence. 
Therefore, they allow to predict the probability of presence for each taxon (that obviously can 
be transformed into a binary value) given a set of environmental variables. 
The benthic macroinvertebrate species to be modeled have been selected and/or grouped in 
different ways in order to attain the best accuracy in the predictions and in order to preserve 
the maximum amount of information with respect to the whole data set. In particular, the role 
of the frequency of species occurrence will be discussed and the results provided by the 
different models will be compared. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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A simulated fishery is modeled where 20 purse seine vessels have to decide where to search 
for fish. The simulated world consist of 25 areas and a port for all vessels. Schools of fish are 
all identical and recruitment as well as natural mortality are included in the model. Fish 
schools move  randomly at a speed reported for tuna schools in nature.  
Three scenarios are considered varying in variability: One with only random changes in 
recruitment within the six fishing grounds considered, another with shifts in recruitment to 
new areas and the last one a combination of the previous two.  
All artificial vessels present characteristics of real purse seiners, speed, 12 hour daily search 
period, duration of  sets and trips similar to real vessels. They are represented by an artificial 
neural network that has already learned with backpropagation technique and reinforcement 
learning  to make decisions in this world. Decisions are represented by four output neurons 
that predict an economic benefit if the decision to continue the search in an area is taken, to 
move to a near by fishing ground, mid distance or farther away area. Input information consist 
of knowledge of the duration of the trip, presence of other vessels in the area, knowledge of 
performance in the area, how good is the area for fishing based on previous experience, 
knowledge of quality of other areas near to vessel position, at mid distance or far away.  
In real tuna purse seine fisheries, some vessels belong to a “group” and exchange information 
related to the fishing activity. The effects of this interchange has not been evaluated. In this 
model some of the vessels belong to a “group “ while the rest depend only on there own 
experience. Varying the “group” size from two to twelve in the three scenarios let us see the 
advantage of information sharing  and depending on the scenario, the possibility of 
competition within the “group”. In general they perform better due to the  sampling of several 
areas at the same time and this generates a more accurate knowledge of the  world. 
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Leaf Area Index (LAI) have been measured every meter along many transects in several 
tropical forests from South America and Central Africa, using a cheap, easy and reliable 
method. These measures contain information on the forest canopy structure. A sliding fast 
Fourier transform (SFFT) was performed and then averaged on each LAI transect. The 
obtained spectra were ponderated for each transect by its mean LAI value. We show that 
Kohonen neural networks applied to such signals allow patterning of different forest 
structures. This semi automatic forest characterisation could be used to monitor forestry 
resources on extended scales. 
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Neural network models provided interesting results in several applications where community 
structure had to be predicted on the basis of a set of environmental variables. Such a goal, 
however, can be more difficult to attain when the number of species to be modeled is very 
large. This problem is very common when benthic diatom are taken into account, as several 
hundreds of species can be present in a data set. The data set for the Loire river basin is an 
example of this situation, as in its 641 samples more than 900 diatom species have been 
found. 
In this framework, different criteria for reducing the complexity of the model have been 
tested. They have been based on the selection of species subsets (1) representing the 
ecological relationships between sampling sites with a minimal loss of information and (2) 
including only those species that could be actually modeled on the basis of the available 
environmental information. 
The results of these different modeling approaches will be presented and the implications of 
the selection of species to be modeled on the basis of their occurrence in the data set will be 
discussed. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 



3rd Conference of the International Society for Ecological Informatics  –  Grottaferrata, Italy, 26-30/08/2002 

24 

Accuracy, Utility and Costs 
 

Alan Fielding 
 

Department of Biological Sciences, Manchester Metropolitan University; Manchester, UK 
Email: a.fielding@mmu.ac.uk  

 
 
I will be reviewing the current use of machine learning methods across the ecological 
disciplines, paying particular attention to their predictive accuracy, utility (ease of use, 
interpretation, scope) and the incorporation of costs. As part of this process I will compare 
three techniques that have had similar growth patterns over the last 10 years: artificial neural 
networks, decision and regression trees and generalized additive models. 
Although machine learning applications have expanded there is evidence that they are 
restricted by habitat, journal and geography. What evidence is there that machine learning 
methods are ‘better’ than alternative methods and what strategies can we adopt to promote 
their use by colleagues who are currently unaware of their utility? Simply demonstrating that 
they are ‘better’ is probably insufficient because we will be pushing against a number of well 
established paradigms and considerable inertia. 
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The impact of logging on tree species diversity is an important issue in sustainable 
development. Knowledge of the impacts of logging on forest diversity may help in 
biodiversity conservation, the development of reduced impact logging methods and the 
formulation and assessment of environmental management policies. At the scale of the 
landscape, the typical scale used in forest management, it is difficult to acquire repetitively 
accurate data on tree species diversity. Satellite remote sensing offers the ability to observe 
forests at a range of spatial and temporal scales that are compatible with forest management 
activities. Here we evaluate the potential of remote sensing for the acquisition of information 
on tropical forest tree species diversity. The test site is a region centred on the Danum Valley 
Field Centre in Sabah, Borneo. At this site are forests that have been logged by various 
methods over time providing a range of forests of differing species diversity. A Landsat TM 
image of this site was rigorously pre-processed and used to evaluate the potential of remote 
sensing as a source of data on tree species diversity. Here attention is focused on the diversity 
of commercially valuable trees, as this is fundamental to sustainable development actions. 
Data on species diversity acquired from a sample of 52 plots surveyed in the field near the 
time of the Landsat TM image acquisition were used. A relative evaluation of different 
methods of extracting diversity information from the imagery was undertaken. A range of 
issues connected with tree diversity were addressed but we focus especially on the major 
variable of tree species richness. The methods used to extract information from the remotely 
sensed data comprise conventional approaches such as the use of vegetation indices and 
multiple regression analyses together with a series of analyses based on neural networks. A 
variety of neural networks are investigated, including multi-layer perceptron, radial basis 
function and generalized regression neural networks. In general, the neural network based 
approaches were found to provide the most accurate estimates of tree species richness. For 
example, a basic multi-layer perceptron derived estimates of species richness that were 
strongly and significantly correlated with field observation (r>0.65). Species richness is, 
however, only one component of biodiversity. The paper concludes with a brief discussion on 
the potential to more fully extract biodiversity information from the imagery with the use of a 
further neural network. Here self-organizing feature map (SOM) networks were used to 
ordinate the species and remotely sensed data sets. The partitioning of the SOM space 
depicting the ground data on tree species composition by the SOM derived from the imagery 
revealed a high degree of correspondence (~80%) between the SOM representations 
indicating a great potential for biodiversity mapping from remote sensing. This is illustrated 
with the production of a map depicting the variation in species richness and composition for 
the site predicted from the neural networks. 
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At present, the majority of water reservoirs test strong antropogeneous influence and become 
dangerous for the environment. Result of anthropogeneous influence is deterioration of water 
quality. So, the treatment of water is very important for life and health of the people. 
As know, the quality of water in reservoirs depends from its measured biotic and abiotic 
parameters. Also, the degree of clearing of water depends from the requirements showed to 
use of a reservoir: for drinking water supply, fishing, rest and agriculture. The above than 
requirement to quality of water, the more efforts it is required for its treatment. 
The fuzzy sets are used as a management model for construction of an integrated index, on 
which meaning it is possible to estimate the water quality in reservoir and to offer 
technologies on its treatment. The higher is the quality of water, then it is offered less ways 
for water treatment and on the contrary. The meaning of an index is calculated in a range [0,1] 
and has the following interpretation: if the meaning of an index more less 0,4 - condition of 
water system unstable also requires external intervention, if the meaning of an index is more 
0,6 - condition of system aspires to sustainable development. Fuzzy logic is a part of expert 
system pattern on personal computer.  
So, for execution of any program of water reservoirs treatment it is necessary to take the 
following steps: monitoring and collect the data of analysis; evaluate the data obtained  (the 
limit of measurement error is 20-40%); using the fuzzy model for choose managing influence 
(optimal technologies of water reservoir treatment); analyse the last results and making-
decision to reach sustainable development water ecosystem. 
Thus, the integrated index allows to define a general state water ecosystem and necessary 
managing influences, which direct a condition water ecosystem to the party of achievement of 
its sustainable development. 
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In this study, a data set of 360 sediment samples from unnavigable watercourses in Flanders 
(Belgium) was used to develop artificial neural network models predicting macrobenthos 
communities. For each sampling point, abundances of the present macroinvertebrate taxa as 
well as a large number of abiotic variables were available. The abiotic variables were used as 
input variables for the artificial neural networks predicting the macrobenthos community. The 
impact of the input variables on model performance was assessed in order to select a limited 
number of variables. For this purpose, the variables, which were least important for the 
predictive performance of the models, were eliminated via an iterative process. In this 
manner, simplified models with a good predictive power were developed for application in 
river assessment and management. 
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The major shortcoming of artificial neural networks models, called the “Black-Box” model, is 
the difficulty to interpret the knowledge contained in the trained network. Several methods, 
commonly called sensitivity analysis, have been previously proposed in order to overcome 
this disadvantage. These methods allow to identify the relative importance of the input 
variables on the output. However, the change of the output is not the result of only one factor 
but of a pair of input acting in concert. Improving an existing method called “PaD”, using 
PArtial Derivatives, previously implemented to study the contribution of each input variables 
independently, the “two-way” interactions have been studied (“PaD2” method). 
This new method was tested on the prediction of the density of brown trout spawning redds 
using habitat characteristics. Sampling was done at twenty-nine stations, distributed on 6 
Pyrenean rivers, subdivided into 205 morphodynamic units. Ten environmental features have 
been measured (i.e. Wetted width, Area with suitable spawning gravel for trout per linear 
meter of river, Surface velocity, Water gradient, Flow/width, Mean depth, Standard deviation 
of depth, Bottom velocity, Standard deviation of bottom velocity, Mean speed/mean depth). 
We proposed first to use a backpropagation artificial neural network to predict the density of 
trout redds per linear meter of streambed according to the 10 variables and then to apply the 
PaD2 method to study the two-way interactions. 
In the previous study using the one-way interaction, two input variables were found to be the 
most important and the others had not significantly different contributions. Using the two-way 
interactions, the most important interaction are the relationships between the two most 
important variables of the previous study but also the relationship between one of the most 
important variable of the previous study and one of the other which were not significantly 
differenciated. This new method appears interesting to determine all the causes leading to a 
change of the output but also to better differenciate all the contributions. It would be possible 
to use its in management programs. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The aim of this study is to use epilithic diatom communities as a basis for water quality 
assessments. The available data from Luxembourg brooks including the species composition 
and the environmental features constitute a large data matrix. Usually, the common statistical 
tools oblige to restrict the description of a complex community structure by one single 
attribute such as species richness or diversity, neglecting thus the fact that much valuable 
information is lost. The present study develops method by combining two procedures 
considering a community matrix to define and predict the community structure. 
Two types of artificial neural networks were associated: (i) the self organizing mapping 
(SOM) to give a classification of the samples according to their species similarities that is to 
obtain as much assemblages as SOM cells of the map; (ii) the backpropagation networks 
(BPN) to predict these assemblages by the way of the coordinates of each sample in the SOM 
map according to the environmental characteristics. 
The diatom species composition was used to train the SOM to obtain 12 representative diatom 
communities, relating to different species composition, which correspond to different water 
environmental characteristics. Then, the BPN was applied to predict these communities using 
at the input the environmental characteristics of each sample and at the output the spatial 
coordinates (X and Y) of the cell centres of the SOM map identified as diatoms communities. 
A comparison of the observed and estimated samples positions were done to evaluate the 
performance of the BPN, using the correlation coefficients for all the data and using for each 
cell two indices: (i) the mean square errors (MSE), (ii) the proportion of well-predicted 
samples. Correlation coefficients were 0.93 for X and 0.94 for Y. The MSE values of 12-cells 
of the map varied from 0.47 to 1.77 and the proportion of well-predicted samples from 37.5% 
to 92.86%. In conclusion, the diatom communities correspond to a known state of the 
environment. The sensitivity of the communities to a change of the environment highlights 
the importance to study the community prediction for water quality assessment. The diatom 
communities prediction approach had the potential to evaluate the actual state of the 
ecosystem, allowing to develop monitoring tools considering the structure of the community. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The Kohonen Self-Organizing Map (SOM) is one of the most well-known neural network 
with unsupervised learning rules; it performs a topology-preserving projection of the data 
space onto a regular two-dimensional space. So, SOM is a powerful tool for data mining and 
SOM can be recommended for studying large, high-dimensional data sets. 
After the learning, a lot of methods can be used to visualise the SOM. Showing the values of 
one variable in each map unit, the component plane visualisation allows to show the part of 
each variable in the total organisation of the map but also in some areas of this one. However, 
with high-dimensional data, a lot of maps are to be considered and the task can become 
fastidious and even quite impossible to be achieved. The purpose of this paper is to propose a 
computational method to determine the most relevant variables for structuring the obtained 
map. 
The Structuring Index (SI) is computed for each variable of the dataset, using the components 
of the codebook vectors available after the learning process: the higher the value of the SI, the 
more relevant the variable. Only keeping the variables with highest values of the SI, a new 
map is obtained, very similar with the previous one. By this way, SI can provide an efficient 
tool for pre-processing data, for instance in order to reduce the number of variables used in 
the input layer of a multilayer artificial neural network. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Over a two year period, 120 samples were collected at 60 different sites in the Zwalm 
catchment. Fifteen environmental variables such as temperature, percentage of dissolved 
oxygen, water depth, stream velocity, presence/absence of hollow beds, … were measured at 
each site, as well as the abundance of the aquatic macroinvertebrate taxa. Fuzzy predictive 
models were developed based on expert knowledge from literature about the habitat 
preferences of the collected 52 macroinvertebrate taxa. The models were validated and 
optimized using the measurement data collected at the 60 sites. The major aim of these 
models was to obtain useful predictions that can be used for decision support on mitigation 
strategies of the disturbed stream ecosystems in the Zwalm catchment. 
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Self Organizing Maps and Back Propagation are used to identify and predict benthic algal 
communities in Wallonian rivers (Belgium). Classical methods are useful tools to assess the 
quality of data matrices and to identify environmental variables driving the algal community 
changes. A first attempt is made to identify the contribution of environmental variables to the 
algal community changes. The relevance of the expression of records as relative biomass, 
compared to relative abundances, is also discussed. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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An extensive data set about phytoplankton primary productivity has been collected since 1982 
on a series of cruises in Chesapeake Bay, the largest bay on the Atlantic coast of the United 
States. On the basis of this data set several models have been developed to obtain estimates 
for phytoplankton primary production using environmental variables (e.g. light, temperature, 
etc.) and phytoplankton biomass as predictive variables. 
Both conventional techniques and artificial neural networks have been used in order to 
achieve this goal. Even though the results provided by these approaches are comparable in 
terms of accuracy, the underlying modeling strategies are quite different. In fact, even when 
an empirical paradigm is adopted, conventional models are inspired by some form of 
knowledge about the processes to be modeled. On the other hand, neural network models do 
not require previous knowledge and (in theory) they are able to reproduce whichever function 
to an arbitrary degree of accuracy. 
The role of this difference in the modeling activities will be pointed out, and several 
comparisons among models will be presented. Finally, some perspectives in the optimization 
of neural network models of phytoplankton primary production will be outlined. 
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We have used an artificial neural network to model daily total organic carbon (TOC) 
concentrations and fluxes in streamwater from climate variables. The streams drain two 
forested catchments, which belong to the network of Integrated Monitoring sites, located in 
southern and eastern Finland. In the period 1990 to 1999, observed TOC concentrations were 
in the range 2 – 60 mg CL-1 with mean runoff between 10 and 15 Ls-1km-2 for the three 
streams.  
The processes that control runoff water chemistry and changes in response to climate change 
are complex and their full range of operation is difficult to grasp with process-oriented 
models. Although such models exist and become more elaborate, few models encompass all 
relevant processes and are difficult to apply to sites other than those they were developed 
within. 
An artificial neural network consisting of 8 input variables, one hidden layer with 5 nodes and 
one output variable was trained with the back-propagation algorithm to estimate the daily 
export load of TOC in streamwater. Daily air temperature and precipitation observations were 
used as input variables, together with average values of these variables calculated for the 
previous 3, 10 and 30 days. Although the simulation did not catch all extreme values, it 
reproduced most of the dynamics in the observations. The artificial neural network approach 
appears to offer a useful method for creating black-box models of water quality and carbon 
fluxes in cases where the involved processes are too complex to simulate directly.   
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In this paper Kohonen neural networks and evolutionary algorithms were used for the 
classification and rule-based prediction of stream macroinvertebrate assemblages in statewide 
stream databases of Queensland and Victoria. The Queensland database contained presence 
and absence data of 157 macroinvertebrate families at 2054 sampling sites, and 39 
environmental predictor variables. The Victoria database contained abundance data of 128 
macroinvertebrate families at 675 sampling sites, and 20 environmental predictor variables. 
Firstly SOM were applied to localize ecological regions in the two stream systems identified 
by distinctive clusters of macroinvertebrate communities. Secondly we applied evolutionary 
algorithms in order to describe the ecological regions by predictive rule sets. As a result each 
macroinvertebrate cluster discovered by SOM within the databases is characterized by a 
specific rule set. Each rule set reveals specific environmental conditions determining the 
spatial occurrence of macroinvertebrate assemblages in the landscapes, which allow 
underlying hypotheses to be examined. While rule sets for the Queensland streams relate to 
presence and absence of macroinvertebrates, rule sets for Victoria streams predict 
macroinvertebrate abundance. Practical implications of the approach are discussed in the 
context of stream assessment and management.  
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An essential technique to understand and predict the dynamics of natural systems is the 
construction of models.  Scientific models extract information from data to infer relationships 
between empirical patterns and the processes that produce them.  Though the mechanisms 
by which different models process information vary according to the model category and 
application domain, similar challenges confront all such activities.  
This talk will compare alternative approaches to modelling complex ecological processes.  
The focus will be on how each modeling approach processes information to establish a 
representation of the regularities therein.  Examples will be drawn from a range of 
ecological applications, including agent-based models of community assembly, mutual 
information analyses of coevolving organisms, and application of information-based model 
selection to a study of climate change effects.  Contributions and limitations of each approach 
will be discussed in reference to the state of the art of constructing and validating scientific 
models. 
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Ecosystem health is seen as a key feature in water quality management. Therefore, we need to 
understand aquatic community ecology for giving sound advice to decision makers. The 
Garonne basin represents an interesting example for fish community ecology because it has 
different features than other Western European rivers.  
The objectives of this study are: a) to look into the structure of fish assemblages in the 
Garonne basin, b) to test the contribution of environmental variables for explaining fish 
community structure, and c) To assess the environmental quality of human-influenced rivers 
according to the European Water Framework. 
Species richness data were collected between at 108 sampling sites spread over the Garonne 
basin, from 1986 to 1996, by electrofishing during low-flow periods; wading in streams and 
small rivers, and seining in larger rivers. Five environmental descriptors were selected for 
explaining local fish assemblages: altitude (m), distance from the river source (km), surface of 
catchment area (km²), average annual water temperature (°C), and average annual water flow 
(m3/s). Modelling was carried out by the Kohonen’s self organising map (SOM) and back-
propagation network (BPN).  
The main result from the SOM is an upstream-transitional-downstream longitudinal pattern in 
both tributaries and the main channel of the Garonne basin. With respect to the BPN model, 
surface of catchment area and annual average water flow were the most important 
environmental descriptors of fish guilds composition. Both variables imply strong human 
influence (i.e. land-use and flow regulation) on certain species which are of interest to 
environmental managers.  
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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An unsupervised artificial neural network, Self-Organizing Map (SOM), was applied to the 
abundance data of bluegreens from a river-reservoir system. From 1994 to 1998, the lower 
Nakdong River presented eutrophic status, and dynamic inter-annual variability was observed. 
Five years’ genus data of dominant cyanobacteria (Microcystis, Anabaena, and Oscillatoria) 
were fed to the SOM. To reduce the unexpected error of data normalization, all values were 
transformed into logarithm scale. The algorithm clearly clustered the dataset into seven 
groups (quantization error, 5.443; topographic error, 0.005) which mainly consisted of the 
presence and absence of each genus. From the results, the changes of cyanobacteria seemed to 
be caused by water temperature and N/P ratio. This could emphasize the importance of heat 
energy of water body and nutrient dynamics by means of a non-linear method. The result 
could reflect the applicability of SOM to a river-reservoir hybrid system, and could be 
challenged for the purpose of pattern-recognizing plankton dynamics. 
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In this study, a hybrid computational algorithm was applied to freshwater ecological 
modelling. Evolving neural network algorithm was adopted to develop a time-series 
predictive model in a river-reservoir hybrid system. Five years’ (1994-1998) limnological 
study revealed that the lower Nakdong River resembles reservoir-like ecosystem due to 
intensive flow regulation, and eutrophic state is persisted (five year average chl. a, 50.2 � l-1) 
Even though there was inter-annual variability, severe algal bloom events occurred in summer 
and winter. A time-series Artificial Neural Network (ANN) was constructed to predict 
changes of two important bloom-forming algal species: Microcystis aeruginosa and 
Stephanodiscus hantzschii. Different from traditional challenges of ANN modelling, this 
model was evolved by means of Genetic Algorithm (GA) to find the suitable topology of 
network. The evolved model thereafter was trained with Backpropagation (BP) algorithm. 
Input-output dataset was selected from the data of 1995 to 1998 for training and tested on the 
independent year 1994 which showed severe algal proliferation. The network was well trained 
(RMSE lower than 0.001), and the predictability was as accurate as the ANN model 
previously developed. The result of sensitivity analysis showed that an evolving neural 
network is a good tool for developing algal dynamics model. By reducing time cost as well as 
efforts on performing network construction, this algorithm can be a feasible alternative to 
traditional modelling techniques. 
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A new eco-sub-discipline was born at the meeting in Adelaide November 2000: Ecological 
Informatics or shorter Eco-informatics. It could be defined as the science about how to 
provide ecological information. It is naturally to discuss what this definition actually covers 
and where this new sub-discipline has overlap with other ecological sub-disciplines. During 
the last 30-40 years several ecological sub-disciplines have been developed because there was 
a need, in most cases due to the growing interest for environmental problems. These sub-
disciplines are defined below and it is indicated approximately when the sub-discipline has 
emerged and been accepted as sub-discipline. 
Ecological informatics covers the following activities according to the definition given above:  

• ecological information on internet; 
• ecological data bases and how to erect and develop them; 
• ecological statistics; 
• how to use models (which types?) to provide ecological information; 
• parameter estimation methods; 
• which computational techniques to apply in ecology? 
• uncertainty and ecological data; 
• ??? 

The overlap to the other sub-disciplines is obvious and can be derived from the above 
mentioned topics. It will be illustrated by use of figures and the border line between two sub-
disciplines will be discussed. 
 
 
 

Eco-Sub_Disciplines 
 

Ecological Sub-discipline Definition 
Was accepted as 
sub-discipline 

System Ecology: the ecology of ecosystems 1960-1965 
Evolutionary Ecology: the ecology of the evolution 1966-1970 
Ecological Modelling: the science on how to model ecosystems 1968-1970 

Ecological Engineering: engineering of ecosystems 1975-1978 
Ecological Economics: the science integrating ecology and 

economy 
1982-1985 

Ecosystem Health: the science on how to assess the health 
of Ecosystems 

1988 

Ecological Informatics:  the science of ecological information 2000 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The comparison between the number of taxa observed and that expected in the absence of 
human impact is an easily understood and ecologically meaningful measure of biological 
quality.  This comparison has been successfully applied to macroinvertebrates to assess the 
biological quality of flowing water sites using with the River Invertebrate and Classification 
System (RIVPACS) and its derivatives.  We developed a methodology based on the 
comparison between observed and expected freshwater fish and macro-crustacean 
assemblages to assess the biological quality of stream sites in the Auckland region, New 
Zealand.  Freshwater fish and macro-crustacean assemblages were sampled at 118 least 
impacted (reference) sites and individual artificial neural network (ANN) models developed 
using environmental measures taken at those sites to predict the presence or absence of the 12 
most common species. The ANN models used only the environmental variables least likely to 
be influenced by human impacts and outputs from models for all species were combined so 
that the predictions were for the assemblage expected in the absence of human impacts.  The 
output from the model is the ratio of observed to expected species number so that the 
biological quality of a site can be assessed under the assumption that human impacts reduce 
species richness.   
 



3rd Conference of the International Society for Ecological Informatics  –  Grottaferrata, Italy, 26-30/08/2002 

42 

Learning Metrics 
 

Samuel Kaski 
 

Neural Networks Research Centre 
Helsinki University of Technology 

P.O. Box 9800, FIN-02015 HUT, Finland 
E-mail: Samuel.Kaski@hut.fi 

 
 
Visualization and clustering of multivariate data is usually based on unsupervised learning 
that suffers from the garbage-in, garbage-out problem: The results are not useful unless the 
data variables and the metric of the data space are selected carefully. This implies that any 
successful application of unsupervised learning must have been implicitly supervised by 
proper selection of the model, the variables, and the metric. 
The goal of learning metrics research is to automate part of this implicit manual supervision 
by learning the metric from data. It is assumed that variation of the data is important only to 
the extent it causes variation in auxiliary data which is available paired to the primary data. 
An example of suitable auxiliary data, in analysis of the financial state of companies, is 
indication of whether the company has gone bankrupt or not. A metric measuring the 
important differences in primary data is defined in terms of the Fisher information matrix 
and learned from paired samples of primary and auxiliary data. Learning approximations to 
the metric and using them in data analysis has been coined the learning metrics principle. The 
principle is applicable whenever suitable auxiliary data is available during learning; so far it 
has been applied to clustering and self-organizing maps of text documents, gene expression, 
and bankruptcy data. 
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Using an automatic tracking system, behavior of Chironomus flaviplumus was observed in 
semi-natural conditions in response to sub-lethal treatments of carbofuran, an 
anticholinesterase insecticide. The fourth instar larvae were placed in an observation cage 
(6cm X 7cm X 2.5cm) under the light condition of 10LL: 14DD.  Sublethal concentration of 
carbofuran (0.1mg/l) was exposed to test specimens individually in observation cages, and a 
tracking system was devised to record the movement tracks of specimens continuously for 
four days (2 days; before treatment, 2 days; after treatment).  After treatments of the 
insecticide, activities of test specimens were depressed in general, and the movement pattern 
appearing as the shape of “compressed zig-zag” was more frequently observed, along with 
other irregular behaviors.  In order to characterize behavioral patterns of specimens, wavelet 
analysis was conducted on the spatial-temporal data of the locomotive tracks.  Basis functions 
including Daubechie’s series were implemented to the movement tracks and Discrete Wavelet 
Transforms (DWT) mappings were produced to extract parameters of the movement data to 
characterize different patterns of response behaviors.  The extracted parameters were 
subsequently provided to artificial neural networks (e.g., multiplayer perceptron) as input, and 
were trained to represent different patterns of the movement tracks before and after treatments 
of the insecticide.  This combined model of wavelets and artificial neural networks was able 
to point out the time occurrence of different patterns treated with the insecticide in the input 
data, and could be an alternative tool for automatically detecting presences of toxic chemicals 
for water quality monitoring on the real time basis. 
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Species distribution within ecosystems is determined by the individual eco-physiological 
potential. Based on the knowledge of the specific eco-physiological characteristics of species 
it is theoretically possible to identify abiotic conditions at a selected sample site. However, the 
occurrence of a particular species on a site is restricted by interacting abiotic and biotic 
factors. Consequently, the information about abiotic conditions given by occurring species is 
biased by interspecific relationships. Additionally the spatial and temporal variability of 
abiotic factors at different scales have to be considered, which influences the probability of 
species occurrence on a specific place and at the specific date. Information about abiotic 
condition, gathered by species analysis is therefore always incomplete and biased. This raises 
the question how the uncertainties of information can be reduced. If each species found on a 
site is interpreted as a partial sequence of information, the task will be to identify the proper 
number of partial sequences and to bring it to an structurised order. Approaches for solutions 
of the problem in macroinvertebrates will be presented in the paper by application of 
information theory. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Recently problem of accumulation of heavy metals in an atmosphere, soils both waters in the 
natural and antropogently-modified landscapes is characteristic for many countries of the 
world. The soil can be considered as the integrated indicator of long-term process of pollution 
of an environment giving representation about quality of environments connected with soil - 
air and waters. The various analytical methods are applied to research of the spatial 
concentration of heavy metals in soils. At the same time it is necessary to carry out a 
polyelement estimation of soil and to take into account variety of the factors at absence of the 
information a priory on probable distribution of heavy metals in a soils, which, is rather 
complex systems. Such necessity dictated development of a method of a grouping soil given 
for a forecast estimation of the concentration of heavy metals in soils on a basis of the cluster 
analysis. As model object were used of soils of Predvolgie of Tatarstan Republic. 
The forecast estimation of the concentration of heavy metals in soils is carried out by 
application of a method of a grouping of soil date by concentration of heavy metals, on the 
basis of linguistic clusterisation, consecutive estimation procedure and fuzzy sets.  
With the purpose of reception of estimated concentration of heavy metals in soils of 
Predvolgie the data on the basic physical and chemical parameters of soils, concentration of 
six heavy metals were used: lead, copper, nickel, zinc, chromium, manganese, and also rank 
estimations of an ecological condition of territory and total emissions of polluting substances 
in an atmosphere on a card of an ecological situation of Tatarstan Republic. The sharing of 
quantitative and qualitative parameters is characteristic for the analysis of a condition of soils 
for the complex approach to an estimation of territory. 
For a grouping of soil data by content of heavy metals in soils the program complex on the 
programming language Visual FoxPro 5.0 for Windows is developed. Result of work of a 
program complex are the tables, which contain the items of information on functional value of 
quality of splitting of an initial matrix for different groupings of parameters, quantity of 
clusters and groups of parameters, average and standard deviation for each parameter of 
cluster. 
With the help of the offered method the connection of the concentration of the total and 
mobile forms of the investigated heavy metals with clay and silt fraction in soil: concentration 
them in humus and absorbed bases are revealed; are received intervals of forecast of the 
concentration of heavy metals in soils, which are checked up on soils of two region of 
Tatarstan Republic. The high concurrence of experimental and settlement value is achieved. 
The researchers in Tatarstan Republic have not enough the data of experimental and field 
researches necessary for construction of soil cards and an estimation of an ecological 
condition for territory. The offered method allow to solve the above mentioned problem. 
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Benthic macroinvertebrates have been good indicator groups for monitoring water quality in 
streams.  Since community develops in a sequence on time domain, either in stressful or in 
favorable conditions, it is important to pattern community changes in response to 
environmental impacts.  Pattering on community changes on time series is necessary for 
having comprehensive understanding on the target stream ecosystem, where communities are 
easily affected by disturbances caused by various natural and anthropogenic agents.  
However, it has been not an easy task to classify changes in communities, which are complex 
in spatial and time domains.  An enhanced type of the Kohonen network was implemented to 
organize community changes in time series in this study.  The field data used as input for 
training were monthly changes in density in the selected taxa of benthic macroinvertebrates 
collected in the Yangjae Stream in Korea from April 1996 to March 2000.  The organized 
map by the networks was in accordance with ecological consequences in general, and the 
trained network was able to extract dynamic aspects of community changes.  Features of 
ecological impacts on community changes on time series were revealed effectively through 
the self-organizing mapping, and further explanation was possible based on the patterning by 
the artificial networks.  
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Using Singular System Analysis, Wavelets and a variety of other non-linear time series 
analysis methods, we demonstrate that a number of collective or synchronous dynamical 
structures is present in long-term time series from terrestrial ecosystems. Specifically for 
runoff from rivers and streams, where data with daily resolution exist for up to a century, 
interannual and decadal regular patterns are simultaneously present within a larger 
geographical region, indicating that long-range forces have significant influence. This has 
implications for global change and climate research as well as flood prediction. We elucidate 
the possible role of several prominent indicators (like sunspot numbers, North Atlantic 
Oscillation etc.) in this context. 
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An ecological survey of upland and marginal vegetation in Great Britain, carried out to 
examine the effect of herbicide spraying for control of Pteridium aquilinum, produced a large 
and noisy dataset. This has been examined for the temporal impact on certain classifications 
of vegetation using a number of techniques, including multivariate analysis and a 
phylogenetic clustering technique. By means of calculated standard-deviational ellipse 
parameters, it was shown that at least three of the vegetation classes present showed different 
responses in time. 
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The aim of the PAEQANN project is to develop methodologies which allow: i) to provide 
predictive tools that can be easily applied to define the most effective policies and 
institutional arrangements for resource management; ii) to apply the most effective and 
innovative techniques (mainly artificial neural networks) to identify problems in ecosystem 
functioning, resulting in ecosystem degradation from human impacts, and to model relevant 
biological resources; iii) to fully exploit existing information, reducing the amount of field 
work (that is both expensive and time consuming) needed in order to assess freshwater 
ecosystem health; iv) to explore specific actions to be taken for restoration of ecosystem 
integrity; and v) to promote collaboration among scientists of different interested countries 
and research fields, encouraging collaboration and dissemination of results and techniques. 
The data-processing user-friendly interface and the associated algorithms used in this project 
will be presented. This tool allows firstly to pattern the community structure of diatoms, 
macro-invertebrates and fishes in several Europe countries, and secondly to predict these 
communities using a set of environmental variables. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The aim of this project is to develop methodologies which allow: i) to provide predictive tools 
that can be easily applied to define the most effective policies and institutional arrangements 
for resource management; ii) to apply the most effective and innovative techniques (mainly 
goal function and artificial neural networks) to identify problems in ecosystem functioning, 
resulting in ecosystem degradation from human impact, and to model relevant biological 
resources; iii) to fully exploit existing information, reducing the amount of field work (that is 
both expensive and time consuming) that is needed in order to assess freshwater ecosystems 
health; iv) to explore specific actions to be taken for restoration of ecosystem integrity; and v) 
to promote collaboration among scientists of different interested countries and research fields, 
encouraging collaboration and dissemination of results and techniques. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The complexity of the ecological systems often results in complex relations between the 
variables, justifying the uses of multiple modelling techniques. This paper aims to apply three 
traditional statistical techniques: GLM (Generalised Linear Models), GAM (Generalised 
Additive Models) and CART (Classification And Regression Tree), and two modern methods 
of artificial neural networks (Self-Organizing Map, SOM and backpropagation, BP) which 
were applied to model the EKO database as a part of the PAEQANN EU-project. 
The EKO database consists of samples collected from 664 sites situated in the province of 
Overijssel (The Netherlands). The objective was to capture the majority of the macro-
invertebrate species to study their relative abundances present at a given site according to the 
characteristics of the environment. At each site, major habitats were selected over a 10 to 30 
m long stretch of the water body and were sampled with the same sampling effort. The 
sampling effort was thus standardised for each site. A total of 23 environmental variables 
were used to explain 40 cenotypes of macro-invertebrate species collected in all 664 study 
sites. 
The modelling processes included 3 steps:  
Firstly, the SOM was used to pattern the macro-invertebrate data to define the community 
structure among 40 cenotypes in the original database;  
Secondly, we used 23 environmental variables to explain the variability of several groups and 
sub-groups of macroinvertebrates. The predictive models (GLM, GAM, CART and BP) were 
used to predict the macroinvertebrate community structure. The predictive powers, i.e. the 
percentages of explanatory variance of several macroinvertebrate cenotypes varied from 50% 
to 90%.  
Thirdly, the roles of explanatory variables were discussed, by the way of the sensitivity 
analysis. The procedure allows to select relevant environmental variables which were used to 
build the final predictive and illustrative models in terms of macroinvertebrate community 
structure. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The longitudinal distribution of benthic fauna was undertaken in two wadis (rivers) located in 
the prolongation one of the other: one permanent (Zegzel), the other temporary one (Cherraa). 
The study of these two rivers was based on faunistic taking away and physicochemical 
analyses carried out in 5 stations chosen to characterize the longitudinal zonation and fauna 
diversity of the temporary rivers compared to that of the permanent rivers. The data file was 
subjected to various multivariate analyses (AFC and ACPN) to facilitate the exploitation of 
all data analyses.  
The longitudinal structure of the trophic groups was closely related to the bordering 
vegetation (good correlation). Indeed, in Zegzel, it varied since the dominant shredders in the 
upstream  (abundance of the bordering vegetation) to the collectors of fine particles in the 
lower course (poverty or absence of vegetable cover) thus answering the theory of River 
Continuum Concept (RCC). The temporary river, on the contrary, does not obey this concept, 
partly because of the installation of terrestrial plants in the bed him even of the river. The 
longitudinal distribution of the trophic groups in this system corresponded better to the theory 
of " River Mosaïc " which rather cuts out the system in series of discrete parts having distinct 
limits than in a progressive gradient or continuum.  
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This paper explores the application of Spatial Data Mining, the partially automated search for 
hidden patterns in georeferenced databases, to the analysis of vegetation data. 
Phytosociological relevès (vegetation records) contain information about which plants occur 
together at a certain site. They are the basis for classifying plant communities and are used for 
determining ecological conditions favourable for the existence of a community. They are of 
great practical importance in various fields, e.g. environmental impact studies, landscape-, 
agricultural- and forestry-planning. Monitoring activities use them to detect site changes due 
to immission, drainage, or climatic change.  
The vegetation records are georeferenced and associated with a set of environmental 
parameters, e.g. soil conditions. Yet plant growth is influenced not only by local conditions, 
but also by larger spatial configurations such as being close to a river, being far from the sea, 
being in a mountainous region, and so on. Knowledge about spatial relations between objects 
is traditionally encoded in geographical maps. In the last decades, this information is 
increasingly stored in digital format, using Geographic Information Systems (GIS).  
We describe a method that automatically incorporates spatial information stored in a GIS into 
the hypothesis space of a data mining search, and show that this method can be usefully 
applied to the analysis of vegetation data. The challenge arises from the fact that standard data 
mining algorithms represent data in a matrix (single table) containing only atomic values. Yet 
geographic information as represented in modern GIS is typically stored in multiple relations, 
allowing for complex values (e.g. points, lines and polygons to represent spatial objects). The 
key to spatial data mining is to exploit spatial information inherent in the data by extending 
the representational capabilities of data mining algorithms. While traditional attribute-value 
based learning methods have difficulties in expressing topological features such as 
being_inside, adjacent_to etc. in a natural and general way, they can be easily expressed in 
first-order-logic. This makes inductive logic programming (ILP), which uses a first-order 
representation, a natural approach to spatial data mining.  
Potential disadvantages of using ILP in a practical setting are concerns about scalability and 
embedding into existing IT environments, especially interfacing with data stored in a GIS. To 
avoid these problems we have translated an ILP-algorithm for multirelational subgroup 
discovery (Klösgen 1996, Wrobel 1997) to extended relational algebra and have adapted it to 
the spatial domain (Klösgen, May, submitted). Subgroup mining searches for deviation 
patterns. It is practically implemented in SQL, using a sufficient statistics approach for better 
scalability. This allows to carry out a search directly in a object-relational database such as 
Oracle. Geographical knowledge is stored as a set of tables, where each table is either 
explicitly or implicitly georeferenced and corresponds to a geographical layer (a set of 
geographical objects described by the same attributes). Operations defined on these objects 
allow to compute topological (overlap, adjacency, covering etc.; cf. Egenhofer 1991) and 
proximity queries. Object-relational databases are soon becoming the method of choice for 
storing geographical information, giving our approach great practical relevance. Another 
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benefit is that Data mining results can be visualized on a geographic map using a GIS, 
producing highly understandable results, which a central aim of data mining.  
The paper discusses the general issues of applying data mining to biodiversity data, describes 
in the spatial subgroup mining algorithm and then focuses on the application to a multi-
relational data set combining vegetation records, data on climate and soil conditions, and 
location of spatial objects like rivers, streets and cities. 
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The sustainable nature of particular dynamic regimes of ecosystems is an increasingly integral 
aspect of many ecological, economic, and social decisions. Sustainability usually refers to a  
human preference for one particular regime versus another, and whether that regime is 
relatively stable with regard to the human and natural perturbations exacted on the system. As 
ecosystems experience perturbations of varying regularity and intensity, they may either 
remain within the state space neighborhood of the current regime, or "flip" into the 
neighborhood of a regime with different characteristics. Previous research has identified the 
presence of stable states and transitions between them in several time series.  We used this 
data to test the ability of an Information Theory-based index to differentiate between dynamic 
regimes and transitions between them. 
Information theory has significantly advanced our ability to quantify the organizational 
complexity inherent in systems in spite of imperfect observations or 'signals' from the source 
system. Fisher Information (FI) is one of several metrics developed under the rubric of 
estimation theory. FI can be described in three ways: as a measure of the degree to which a 
parameter (or state of a system) can be estimated; as a measure of the relative amount of 
information that exists between different states of a system; and as a measure of the disorder 
or chaos of a system. Highly disordered, chaotic systems have a low probability of being 
observed in any one particular state, and therefore have low information. Conversely, systems 
that are more ordered and follow a regular or repeating trajectory have higher information. FI 
may be a very useful measure to apply to the state of the system in order to identify the degree 
to which a system is at risk of "flipping" into a different steady state. 
We have developed an FI index for dynamic systems and applied it to a simple, two species 
Lotka-Volterra predator-prey model. As we increased the carrying capacity (size) of the 
system, FI decreased when the system entered a transient phase between stable equilibria. 
This result indicated that the index was sensitive to transitions or "flips" from one state to 
another. We also examined data collected from three ecological systems (of increasingly large 
spatial and temporal scale) that have demonstrated regime changes. In the Bering 
Strait/Pacific Ocean food web, regime flips in 1977 and 1989 occurred in many of the 
environmental and biological variables collected over a thirty-year time period. Two flips in 
western Africa, from an arid system to a humid system and back again, have been recorded in 
western Africa (in ocean sediment cores) in the past 25,000 years. Similar flips have occurred 
in Florida ecosystems (in pollen records) across the Atlantic. Both systems are influenced by 
climate conditions modulated by the oceanic thermohaline conveyor of the Northern Atlantic. 
Finally, over the past 160,000 years, the Earth's climate has fluctuated between warm and 
cold (interglacial and glacial) periods (as recorded in ice cores), which have demonstrated 
differing stability and persistence. All of these datasets are noisy, and reflect several to many 
cycles that are out of phase and operate over a range of timescales. 
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Our paper will investigate the degree to which FI is useful in not only distinguishing a 
system's transitions between regimes in past data, but whether it also can indicate when 
systems currently in a stable dynamic regime are entering a transition phase. Humans may be 
able to reverse behavior or inputs into the system to prevent the system's flip into a less-
desirable steady state (or continue the behavior if the resultant steady state is desirable, such 
as in ecosystem restoration efforts), if systems entering these transition phases could be 
detected early enough. 
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Actual catch (commercial catch and local consumption) have been made available by the 
Royal Thai Department of Fisheries for the Ubolratana reservoir, North East Thailand, since 
the impoundment of the lake in 1965. The data have been used to assess the possible 
relationship between the actual catch and morphometric parameters of the lake (maximum 
area, depth, shore line, difference between maximum and minimum area) and actual catch the 
year before.  A comparison of the predictive power is carried out between multiple linear 
regression analysis, a generalised additive model, a regression tree analysis, an autoregression 
analysis and an artificial neural network. Results show the poorly predictive power in linear 
system (around 40% of explained variances), compared to the non-parametric and non-linear 
systems, essentially the artificial neural network (more than 85% of explained variances). The 
morphometric parameters which displays the maximum contribution are the difference 
between the maximum and minimum area the year before for both pelagic Clupeid catches 
and littoral catch targeting other species. In addition, the catch during the previous year and 
the maximum area also influence the clupeid catch and the littoral catch respectively.  The 
ecological significance of these results in terms of spatial distribution of fish populations and 
fisheries management is discussed.  
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At the present stage of monitoring and research  of limnological processes can not be effective 
without the carefully organized system of accumulation, storage and fast call of a necessary 
information and submission it in visual and accessible to the form.  The harmonisation of 
Lake Ladoga ecological parameters is a very important procedure for the solution of a many 
limnological tasks, connected with the environment problems and its ecological modelling.  
The best realisation of these circumstances can achieve using thematic databases.  
Many of Lake Ladoga researchers (Homen, Molchanov, Tikhomirov) tried to describe a main 
thermal features of the largest  European freshwater basin (volume 838 km3, mean depth 47 
m.) by  thermal surveys  conducted .  
Main efforts of authors were directed on the collection of archive information of Lake Ladoga 
hydrophysical water parameters  and making a thermal database. At present time  the database  
is firstly created at Institute for Lake Research Russian Academy of Sciences. It includes the 
field measurements of  water  thermal characteristic  and meteorological parameters for period 
from 1898 to 2001 years. This database consists of more then 150 thousand strings of water 
temperature with accompanying parameters,  covered 75 years . Total data density equals 
about 175 measurements per cu. km. It is the very large database among word lakes. 
Morphometrical model of  Lake Ladoga  was  produced earlier. 
Various  statistics of water temperatures were calculated for different seasons, regions and 
horizons of the lake. It has shown there are a considerable temperature variations up to 50 m 
depth from June  to September.  
 The portion of nonseasonal temperature variability in total dispersion has been estimated by 
the  compositional approximation.  
Initially the developed information-diagnostic system (IDS) has allowed to receive the daily 
spatial distributions of Lake Ladoga water surface and air  temperature  for open water period, 
which can serve as mean climatological distributions at synoptic variability analysis and 
interannual variations. 
The scheme of spring frontal zone (thermobar) evolution was built. 
The scheme of  "biological summer" duration (period which the water has a temperature 
above 10 ºС) for water surface was built. 
The schemes of values and dates of water temperatures maximum coming are presented. 
Lake Ladoga information-diagnostic system   was used for investigation of water surface 
layer  and atmosphere thermal interaction  and Volkhov bay ecological conditions.  
Created information-diagnostic system gives new possibilities at a solution of the various 
tasks on thermodynamic of Lake Ladoga and its simulation. 
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Individual “organisms” created for an Artificial Life research are typically provided  with  
explicitly defined rules which control, for example,  adaptive searching behavior. This 
approach allows for a study of holistic behavior emerging in individuals from interactions 
among rules, as well as behavior emerging in ecosystems from interactions among 
individuals.  However, Alife also provides an opportunity to raise an another fundamental 
problem: what type of control mechanism could produce adaptive behavioral rules in real 
organisms? 
One answer to the problem is that the rules are developing gradually, starting from a scratch, 
in a course of natural selection. An alternative answer is that basic behavioral rules shared by 
many  living beings could emerge as a whole from basic principles of non-linear dynamics 
which underlies animal’s behavior. In order to support the last view, we have developed  a 
virtual agent to search for sources of “odor”, as well as for   patchily distributed food. The 
agent has three “neurons” and single odor sensor.  Neurons are spontaneously active, while 
external stimuli modify  their activity via the sensor and food consumption. The agent reveals 
searching rules which had not been  pre-programmed explicitly, but  are typical of many real 
organisms: 
If deprived of  guiding ambient stimuli, the agent performs a non-Brownian walk, which 
consists of spontaneous switches from relatively straight long runs to tight loops and vice 
versa. This walk results in an anomalous diffusion observed in population of agents and 
typical for a variety of organisms.  
It switches to  the oriented  movement  when  odor gradient is found. When  moving to the 
source of odor, it does not follows changes in stimulation continuously, but leaps  roughly 
toward a source and corrects the chosen direction only rarely. This tactics had been 
documented in  as different organisms as bacteria, nematodes and crustaceans.  
If there is a gap in  gradient, the agent  persists with a chosen direction for a while, which help 
to get through narrow gaps and don’t lost a way to source. If gap is wide, the agent eventually 
resumes non-Brownian walk which still help to find a way out of gap more efficiently as 
compared to ordinary Brownian walk. 
Upon finding one or more food items in some area, the agent initiates a thorough search 
within restricted area and  keeps doing so for a while, even if  there are no more food to 
stimulate the search. This “area-restricted search” (ARS) upon prey finding is also a basic 
property of searching behavior in living beings. As opposite to ARS, the agent leaves an area 
if  captures a repulsive prey which suppresses feeding. 
The agent reveals a “sampling” behavior known in foraging animals. Upon reaching an odor 
source, it makes “excursions” to various directions, taking a chance to find other possible 
sources. When within  a food patch, the agent may leave it and “sample” elsewhere, which 
provides an opportunity to find  more rich patches. 
These results do suggest hypothesis that basic behavioral rules shared by a variety of 
organisms may be rooted in basic properties of non-linear systems, even as simple as we have 
studied. A natural selection may modify the systems and, therefore, rules in different 
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environments, but it need not to create rules anew. This hypothesis could be verified  in Alife 
by studying  evolution of the same basic non-linear system in different environments.  Also, 
such a study may answer the question: how simple could be a minimal system capable of 
producing rules which make individuals and populations viable? Finally, we suggest that 
dynamic agents similar to one described here could be used for individual-based ecological 
modeling of real populations: while physiological mechanisms  differs in different organisms, 
the same dynamic system may serve as a common phenomenological description of these 
mechanisms. 
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Small streams form the beginning of the water circuit and they represent an important habitat 
for the aquatic fauna on the landscape level. In agricultural used catchments these habitats are 
influenced by short-term impact from non-point sources, involving factors such as hydraulic 
stress and the input of nutrients and pesticides. Usually, no regular monitoring systems are 
established for these agricultural non-point sources of pollution. The main advantage of 
bioindicator systems is their easy and cost-efficient application. When they are used to 
monitor toxic contamination, they additionally indicate the ecotoxicological effect of the 
contaminant. 
The development and the evaluation of a biological indicator system for pesticide pollution in 
streams are presented. For small headwater streams with an agricultural catchment area, the 
expert system LIMPACT estimates the pesticide contamination according to the four classes 
Not Detected, Low, Moderate and High contamination without any specification of the 
chemical agents. The input parameters are the abundance data of benthic macroinvertebrate 
taxa within four time frames in a year (March/April; May/June; July/August; 
September/October) and 9 basic water-quality and morphological parameters. The heuristic 
knowledge base was developed with the shell-kit D3 and contains 921 diagnostic rules with 
scores either to establish or to de–establish a diagnosis. We differentiate between positive 
indicator (PI) taxa, which indicate contamination by high abundance values and positive 
abundance dynamics, and negative indicator (NI) taxa, a high abundance of which rules out 
contamination and indicates an uncontaminated site. We analysed 39 taxa and found 13 
positive and 24 negative indicators. The database comprised 157 investigations per stream and 
year with rainfall event-controlled pesticide sampling and repeated benthic sampling. 
For the evaluation of LIMPACT, we used the same cases. The correct diagnosis for the 157 
investigations per stream and year is established by LIMPACT in 66.7 to 85.5% of the cases, 
with better results for uncontaminated sites. If each stream is considered only once in the 
system (n = 104), the correct diagnosis is established by LIMPACT in 51.9 to 88.6% of the 
cases. In most of the remaining cases no diagnosis is established instead of a wrong one. 
The potential application of LIMPACT could be a yearly monitoring of streams and would 
reduce chemical analysis to the mandatory cases. Furthermore, it could be used to evaluate the 
success of risk mitigation strategies in the catchment to reduce the impact of pesticides. 
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Predicting the effects of stream restoration or anthropogenic disturbance on stream 
communities is important in Dutch water management. However, suitable predictive tools are 
still lacking. In particular, techniques for predicting the naturalness of streams (the distance to 
the reference condition) have to be developed for implementing the European Water 
Framework Directive. The aim of this study was to model macroinvertebrate communities in 
Dutch streams with help of environmental variables.  
A data set including 614 streams sampled by water district managers, 858 macroinvertebrate 
taxa and 21 environmental variables was analysed using artificial neural networks (ANNs). A 
non supervised (selforganising map) and supervised (multilayer perceptron) algorithms were 
used to model macroinvertebrate communities relating to the environmental variables. 
Because a high number of species is problematic for ANN modelling, some parameters that 
are indicative for the macroinvertebrate community structure are modelled separately: number 
and fraction of rare species, dominant species, indicator species, species richness and Shannon 
diversity index. The predictive power of modelling the different community parameters was 
compared. The most explaining environmental variables were compared and discussed for 
each of the models, focussing on the variables indicating natural conditions or disturbance.   
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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In a wide variety of situations, masses of data must be analysed and condensed in order to 
extract meaningful information. Computer-based methods of data analysis and visualisation 
offer a means by which such data can be used to its full potential. Research in the domain of 
river water quality monitoring led the authors to develop a software system to provide data 
analysis and decision support for biologists and others working with data from the UK 
Environment Agency’s river biological monitoring programme. The software comprises a 
‘training’ element – Mutual Information and Regression Maximisation (MIR-max) - and a 
user-friendly interface for presentation and analysis of results – River Pollution Diagnosis 
System (RPDS). Although the systems were developed for the domain of biological river 
water quality monitoring, they are almost entirely data-driven rather than relying on pre-
determined models or ‘knowledge’ of this specific application area. Thus, the underlying 
processes of the system are applicable to a wide range of scenarios, not just river biology – in 
fact, to almost any situation in which a large amount of multi-dimensional data needs to be 
analysed and understood. It is clear that the same methods could be readily adapted to many 
other ecological applications. This paper describes a framework for decision support systems 
based on data analysis and visualisation by pattern recognition, essentially defining a generic 
version of RPDS. Pattern recognition is introduced as a key component of expertise, and the 
need for advanced visualisation methods to aid data interpretation is outlined. Pattern 
recognition by generalised ‘clustering’ methods is described, together with the main data 
visualisation techniques that underpin the framework. Throughout, RPDS is used as a 
concrete example to demonstrate how the framework can be used in practice. It is hoped to 
produce general-purpose data analysis software based around this framework in the near 
future; the authors have already produced a system based on the MIR-max technique (which 
is introduced, together with examples) but it is possible that for some application areas 
different clustering or visualisation methods may be more appropriate. It may also be possible 
to combine these pattern recognition techniques with methods based on another core aspect of 
human expertise, plausible reasoning (modelled, for example, by Bayesian belief networks), 
in order to produce a ‘true’ expert system. In conclusion, the systems and framework 
presented in the paper demonstrate the immense potential of pattern recognition systems for 
the interpretation of ecological data and provision of decision support. 
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We review the use of artificial neural networks, particularly the feedforward multilayer 
perceptron with back-propagation for training, in ecological modelling and what is practiced.  
Based on our experience we discuss how to build an artificial neural network model and how 
to optimize the parameters and architecture.  Varying the weight range and learning rate did 
not result in large changes in model performance.  Including a momentum term did not 
change the model's performance.  Standardizing input data resulted in better model 
performance.  We varied the number of hidden nodes and number of hidden layers to 
optimize the architecture.  For our data two hidden layers did not result in higher accuracy 
than one hidden layer.  The accuracy leveled off after a certain number of hidden nodes had 
been reached.  The variation in model performance based on different random starts is as 
much as the variation from using different parameter values and different architectures.  
Based on our review of the use of artificial neural networks in ecology we make 
recommendations for best practices.  Problems we saw in reporting on the use of neural 
networks included unclear explanation of the modelling process, for example why certain 
variables were chosen for a final model.  However, the major problem was overtraining on 
data or giving vague references to how it was avoided.  Unfortunately it seems that often 
studies do not make sufficient effort to avoid overtraining.  Various methods can be used to 
determine when to stop training artificial neural networks: 1) early stopping based on cross-
validation, 2) stopping after a analyst defined error is reached or after the error levels off, 3) 
use of a test data set.  We do not recommend the third method as the test data set is then not 
independent of model development. Many studies used the testing data to optimize the model 
and the amount of training.  Although this method may give the best model for that set of data 
it does not give generalizability or improve understanding of the study system.  The 
importance of an independent data set cannot be overemphasized as we found dramatic 
differences in model accuracy assessed with prediction accuracy on the training data set, as 
estimated with bootstrapping, and from use of an independent data set.  We also recommend 
the comparison of the artificial neural network with a general linear model as a standard 
procedure because a general linear model may perform as well or better than the artificial 
neural network.  If the artificial neural network model does not predict better than a simple 
general linear model, then there are no interactions or nonlinear terms which need to be 
modeled and it will save time to use the general linear model.  Artificial neural network 
models should not be treated as black box models but instead techniques such as sensitivity 
analyses, input variable relevances and neural interpretation diagrams should be used to make 
the model more transparent.  This will further our ecological understanding which is an 
important goal of the modelling process.   
 
 



3rd Conference of the International Society for Ecological Informatics  –  Grottaferrata, Italy, 26-30/08/2002 

65 

The generalizability of artificial neural network models: the 
relationship between breeding success and occurrence  

 
U. Ozesmi1, S. L. Ozesmi1, C. O. Tan2 and R. J. Robertson3 

 
1Environmental Science Branch, Department of Environmental Engineering, Erciyes 

University, 38039 Kayseri, Turkey. 
E-mail: uozesmi@erciyes.edu.tr  

E-mail: stacy@erciyes.edu.tr 
2Middle East Technical University, Department of Biology, 06531 Ankara, Turkey 

3Department of Biology, Queen's University, Kingston, Ontario, Canada 
 
 
Two different models for a marsh-nesting bird, the red-winged blackbird Agelaius 
phoeniceus, were developed in two geographical regions and years apart. The first model was 
developed to predict occurrence of nests in Sandusky Bay Wetlands, Stubble Patch and Darr, 
in Lake Erie, Ohio in 1995 and 1996. The independent variables were vegetation durability, 
stem density, stem height, distance to open water, distance to edge, and water depth.  The 
second model was developed to predict breeding success (fledged nestlings) in two marshes in 
Connecticut, USA, Clarkes Pond and All Saints Marsh, in 1969 and 1970.  The independent 
variables were vegetation durability, nest height, distance to open water, distance to edge, and 
water depth. The nest occurrence model performance was at an average cross entropy or 
concordance index (c-index) of 0.730. The within geographical region testing resulted in a c-
index of 0.6685 and 0.5463 in two different wetlands. The breeding success model 
performance was at a c-index of 0.7458. The within region testing resulted in c-indices of 
0.4741 and 0.5321. When we tested the nest occurrence model on fledged nestling data we 
obtained c-indices of 0.6896 and 0.4704 in Clarkes Pond in 1969 and 1970 respectively, and 
0.4303 and 0.5203 in All Saints Marsh in 1969 and 1970 respectively. When we tested the 
fledged nestling model on the nest occurrence data, we obtained c-indices of 0.7015 and 
0.4131 in Stubble Patch in 1995 and 1996 respectively, and 0.5440 and 0.5482 in Darr in 
1995 and 1996 respectively. With the input variable relevances, sensitivity analyses and 
neural interpretation diagrams we were able to understand how the different models predicted 
nest occurrence and breeding success.  The generalizability of the models was poor except for 
when the marshes had similar values of important variables in the model, for example water 
depth.  These results indicate that the artificial neural network models developed are not 
generalizable to marshes with different sizes and structures.  These results also indicate that 
nest occurrence is a poor predictor of breeding success as red-wing blackbirds may choose 
nests not in the best location but choose good mates.     
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Understanding the relationships between biological attributes and their environmental 
variables is the fundamental basis in ecosystem management, because natural distributions of 
organisms are primarily determined by their environments. Recently a self-organising map 
(SOM) has become a popular tool for patterning ecological communities and for exploration 
of ecological data as an ordination method. The SOM is an unsupervised neural network 
algorithm and a method for clustering, visualization, and abstraction, the idea of which is to 
show the data set in another, more usable, representation form. After learning process, the 
output of the SOM results in a smoothing effect on the reference vectors of neurons. These 
reference vectors tend to approximate the probability density function of the input vector. 
Therefore, the visualization of these vectors at different input variables is convenient to 
understand the contribution of each input variable to the clusters on the trained SOM. In 
previous study the SOM effectively visualized the contribution of each environmental 
variable to biological attributes and their classification. However it was not easy to compare 
the effects of environmental variables to biological attributes because there was no quantity to 
relate each other. They were compared only qualitatively based on visualization patterns. 
Therefore, in this study we propose to quantify the relationships between ecological 
communities and their environmental variables after visualization of the SOM results. To 
quantify the values of relations between variables, correlation coefficient, species and site 
scores, and coefficients of a trend surface analysis were used. These quantities effectively 
represented the relationships between ecological communities and environmental variables. 
Therefore, the results supported that the SOM can be powerful tool for exploration of 
ecological data. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Two artificial neural networks (ANNs) were used to develop models of local fish species 
richness and composition using a fish dataset of 650 reference sites fairly evenly distributed 
across French rivers and defined by some easily measured regional and local characteristics 
(i.e. distance from source, catchment area, elevation, mean width, river slope, mean depth, 
minimum and maximum air temperatures, hydrological units). The modelling was proceeded 
in two steps. First a self-organizing map (SOM) was used to classify fish communities and to 
assess the relationships between fish communities and corresponding environmental 
variables. Then a backpropagation network (BP) was applied to predict the local fish species 
richness and the local fish composition in the whole France area using a set of environmental 
variables. 
The SOM have classified fish communities according to the gradient of species composition 
and their densities, and the classification was explained with the gradient of environmental 
variables such as drainage basin area, distance from source, width, slope, depth, and altitude. 
Each species showed different preferences of their living environmental variables. The 
relationships between species as well as between species and their environmental variables 
were analysed. After exploration of datasets the BP modelling was carried out to predict fish 
assemblages using the 650 datasets which were divided into two independent data sets to 
build and test the model. The predictabilities of the model both in the training and testing sets 
were significantly high (r > 0.9, p < 0.001 in both data sets). The ANN model obtained using 
only eight environmental variables succeeded in explaining more than 80 per cent of the total 
variation in local fish species richness and assemblage composition. The results of the models 
were well agreed with current ecological knowledge and it has a capability of synthesis of the 
natural phenomena hitherto difficult to apprehend by conventional methods. Therefore, ANNs 
are powerful for exploration of ecological data and prediction of considering variables, and 
can be used as a powerful tool for ecological researches and ecosystem management, i.e. tool 
to predict fish community structure. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Exergy is a measure of the free energy of a system with contributions from all components 
including the energy of organisms, and it is used as an ecological indicator. In this study, we 
implemented a self-organizing map (SOM) for patterning exergy of benthic macroinvertebrate 
communities. The datasets were extracted from the database EKOO consisting of 650 
sampling sites in the Netherlands. Out of 854 species 201 species have been selected on a 
preliminary neural network modelling, and the eighteen environmental variables have been 
also selected out of 67 variables on the basis of a sensitivity analysis performed on a 
modelling. Using these datasets, exergy of five trophic levels (carnivores, detritivores, 
detritivores-herbivores, herbivores and omnivores) were calculated for each sampling site on 
the basis of the biomass data. Exergy of each trophic level was used as input data of the SOM. 
By training the SOM the sampling sites were classified into four clusters and the classification 
was mainly related to pollution status and habitat type of the sampling sites. Exergy of 
different trophic levels responded differently to water types displaying characteristics of target 
ecosystems. By comparing exergy and environmental variables on the SOM map, the 
relationships between variables were evaluated. Finally, the results show that exergy is an 
effective ecological indicator and patterning changes of exergy is an effective way to evaluate 
target ecosystems. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The development of forest stands is a field in which long-term experiential knowledge of 
practitioners as well as scientific knowledge exist but are not easily reconciled. By serving as 
both a decision support system and a visualisation tool, an interactive growth simulator might 
bridge this communicative gap and facilitate the transfer of knowledge in both directions. We 
introduce the forest stand growth simulator TRAGIC++, which places an emphasis upon 
visualisation techniques while at the same time providing detailed information on tree 
physiology and related parameters.  
This approach allows for the validation of model runs to be performed from two directions: 
visual inspection (exploiting practitioner's experiential knowledge) and numerical analysis (as 
scientists are used to).  These two methods are used in an attempt to characterise forest stand 
structure and to subsequently reproduce this structure in TRAGIC++ simulations.  For the 
latter method, an application of the theory of marked point processes, which has a high 
discriminating power among models or different parameterizations of the same model, is used 
to describe the spatial structure (i.e., the locations and diameters of trees) of forest stands.  By 
applying this analysis to several data sets, we demonst rate an ability to discriminate between 
forests having different management histories and species compositions.  We then show that 
TRAGIC++ is capable of generating similar stand structure for several different model 
calibrations.  Lastly, we explore the complementarity between this analytical method of 
characterisation and the intuitively based, visual inspections of practitioners. 
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Parameters of an aquatic ecosystem simulation model should be adjusted to achieve an 
extreme of some objective function. Herein, we describe basic properties of new algorithm to 
find the parameters, as well as results of it’s application to the zero dimention imitation model 
for Neva Bay (Gulf of Finland). The model represents a system of ordinary differential 
equations which describe nitrogen and phosphorus transformation processes, as well as 
dynamics of dissolved oxygen and biotic components of the ecosystem (phyto-   and 
zooplankton, protozoans and bacteria). The normalized Theil criterion, which depends on 
numerous  parameters of  a model, is used to evaluate a correspondence of model.  
Undoubtedly, first and second  power methods are more preferable to solve optimization 
tasks. These methods are most developed, their convergence had been proven, and 
convergence rates  had been evaluated. However, one need know gradient values of objective 
function in order to use iterative procedures for  these methods. On the other hand, zero power 
methods are less developed, they converge more slowly as compared to first and second 
power  methods, and many of them are heuristic. Nevertheless, it is impossible to find explicit 
formulas for partial derivatives used in first and second power methods if unknown 
parameters are numerous, while an evaluation of derivatives using finite-difference 
approximations leads, as a rule,  to numerical errors. Apparently, zero power methods provide 
a sole opportunity to solve practical multiextremal minimization tasks of  simulation model 
parameters evaluation, if the models have simple constraints such as unequalities. 
We propose the two-stage direct search algorithm to solve optimization tasks. At the first 
stage, a global random search is carried out. The task of this preliminary stage is to find a 
possible region of global maximum in parameter space. At the second stage a local search is 
carried out using  the modified simplex Nelder-Mead  method. The local search locates a 
maximum position more accurately. A deformable simplex is used to this end, which is able 
to adapt easily to a topology of objective function by stretching along  long sloping  plains, 
changing movement direction in curved troughs and reducing in a vicinity of  objective 
function local minimum.  
Numerical experiments have shown that:  
The proposed algorithm solve a parameter evaluation task with a calculation accuracy which 
is consistent with an accuracy of  row observation data. 
The method’s efficiency does not depend on how well a trial point was selected. 
Optimal parameter sets obtained at different numerical experiments  do not differ 
significantly, which leads to the conclusion on an (statistically) unambiguous solution of 
optimization task. 
The local search procedure may fail in some cases, for example, if an initial simplex is 
degraded to lower dimension one in a vicinity of active constraints, or at plateaus, that is, at 
sufficiently small (zero) gradients of  objective function. 
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Improved understanding and prediction of ecological systems regarding global climate 
change, biodiversity and sustainability is a permanent matter of concern for decision makers 
in natural resource and environmental management. However the distinct nonlinear and 
complex nature of ecological systems allows only gradual progress in adequate data analysis, 
synthesis and forecasting. Such progress relies always on existing ecological knowledge, 
empirical data, mathematical models and computational technology.  
Fast advancing computational technologies such as biologically-inspired computation in 
conjunction with high performance computing and internet have currently a profound impact 
on ecological research. They are able to revolutionize both, ecological data management and 
modelling. Ecological data management based on object-oriented and associative 
representations significantly facilitate data standardization, access, sharing and analysis. 
Ecological data modelling based on cellular automata,  artificial neural networks, evolutionary 
algorithms and adaptive agents facilitate the inference from data patterns to processes, agent-
based adaptive modelling, and the integration of deductive and inductive modelling 
techniques.   
The mission of ecological informatics is to promote interdisciplinary research between 
ecologists and computer scientists in ecological data management, analysis, synthesis and 
forecasting by means of biologically-inspired computation.  
The paper will provide a scope of ecological informatics and case studies exemplary for the 
current and future trends in ecological informatics. 
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The southeast part of France is characterised by a wide variety of landscapes and climates, from 
alpine, continental to Mediterranean. The Rhone basin and the Mediterranean region in France 
cover an area of 130700 km2, including Corsica. Since 1995, more than two hundred benthic diatom 
samples were taken in the rivers of these regions for bioindication. In the framework of the Water 
Directive, the European Union requires to assess the water quality with an Ecological Quality Ratio 
(EQR), comparing the observed status to its corresponding reference. The aim of this study is to 
characterise the most important structuring parameters for benthic diatom communities in the 
Rhone-Mediterranean–Corsica region and to define reference diatom communities for different 
river types.  
To explore the benthic diatom assemblages of this complex region, it is necessary to use advanced 
techniques based on artificial intelligence techniques. Groups of samples with homogeneous diatom 
communities are defined using the Mir-max software (www.soc.staffs.ac.uk). Samples are clustered 
with a pattern recognition process, and are represented on a two dimensional map.  
Using the benthic diatom inventories, the analysis clearly shows that the bottom part of the Mir-max 
map corresponds to rivers of high altitude whereas the upper part of the map corresponds to lowland 
rivers. In fact the main physico-chemical structuring parameters shown on the Mir-max map are 
altitude and distance from source. On a canonical correspondence analysis, those two parameters 
have also important contributions on the first two axes. Clear gradients of NO3

-, biological oxygen 
demand and NH4

+ are also shown on the Mir-max map, but don’t have the same gradient directions. 
To select the less polluted groups on the Mir-max map, we used an integrative index of organic 
pollution (IPO). 18 groups were considered as reference conditions with IPO values above 4.5/5 as 
criteria. 
Among these 18 different reference conditions, there is for example a group of lowland rivers (75-
100m) in the west part of the basin (Massif Central) characterised by common species as 
Achnanthidium minutissimum, Cymbella excisa, Nitzschia fonticola and also interesting taxa for 
Europe like Eolimna comperei and Achnanthidium latecephalum only known in Japan. Another 
group of reference conditions corresponds to mid altitude (230-780m) alpine rivers characterised by 
a catchment dominated by limestone, Gomphonema tergestinum is one of its most abundant taxa. 
Another reference group is composed of alpine rivers of high altitude (770-1300m) and high current 
velocity, small species with robust anchoring systems dominate the assemblages: Achnanthidium 
biasolettianum, A. minutissimum, Gomphonema pumilum, Reimeria sinuata. 
This study is a first step in the establishment of a diatom typology for French rivers; a next step 
could be the validation with the epilithic diatoms of ecoregions generally based on the geology, the 
climate and the relief. 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Ecological knowledge has been characterised as incomplete, fuzzy, uncertain, sparse, 
empirical, and non-formalised. It is often expressed in qualitative terms, verbally or 
diagrammatically. There is a need for new and efficient computer-based tools for making this 
knowledge explicit, well organised, processable, and integrated with quantitative knowledge. 
Qualitative Reasoning (QR) is an area of Artificial Intelligence that creates representations for 
continuous aspects of the world to support reasoning with little information. Using QR 
techniques, many questions of interest in ecology can be answered in qualitative terms, and 
scientifically valid predictions can be made when numerical models are not available. 
Particularly relevant for our work are qualitative representations of differential equations, 
algebraic relations and the explicit representation of causal relations between quantities.  
We present a qualitative simulation model about population and community dynamics in the 
Brazilian Cerrado vegetation designed to be used in a learning environment, representing a 
widely accepted hypothesis about succession, the Cerrado Succession Hypothesis (CSH). 
CSH model is divided into clusters of smaller predictive simulation models. The first cluster 
implements a general theory of population dynamics, with the explicit representation of 
processes such as natality, mortality, immigration, emigration, colonization and population 
growth. This knowledge is the basis for all the simulations in CSH model. The second cluster 
represents interactions between two populations, such as symbiosis, competition, 
predator-prey, comensalism and amensalism. The third cluster represents the CSH. It is 
assumed that fire frequency influences a number of environmental factors such as litter, cover, 
moisture, light, nutrients, which in turn influence natality and mortality of trees, shrubs and 
grass. The models show that when fire frequency increases, succession leads to open 
grasslands and, when fire frequency decreases, the vegetation becomes woody and denser. 
Our contribution will show the potential QR has for ecological modelling. 
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Land suitability analysis is an approach in land evaluation that concerns the assessment of 
land performance for specified land utilization purposes. Conventionally, land evaluation 
proceeds by identifying a land suitability class applied to a land unit. This land suitability 
classification is based on land characteristics and qualities, i.e. measurable or estimable 
attributes related to a specified land utilization type. Conventional land classification methods 
(e.g. available in most geographical information systems) ignore an internal inhomogeneity of 
the land unit, short-range spatial variation, measurement errors and the continuous nature of 
land characteristics. The classification results are related to homogeneous land units separated 
by sharp boundaries. 
A fuzzy approach to land suitability analysis provides an useful alternative to conventional 
methods (Burrough 1989, Huajun 1991, Enea et al. 2001). In this case the land evaluation 
bases no more on Boolean algebra operations on land characteristics related to specified 
utilization, but on the joint degree of land suitability for defined uses. The evaluation criteria 
are defined as appropriate fuzzy sets (e.g. “low hydrologic conductivity”) and their 
membership functions can be used for the transformation of land characteristic data to a 
common scale (the interval [0,1]). After this transformation several fuzzy operations can be 
used as combination operators for the calculation of the joint degree of land suitability. The 
final results can be presented as isolines of the joint suitability degree using the fuzzy kriging 
procedure as the regionalization tool. 
The values of the joint suitability degree can be calculated, interpolated and presented in the 
form of isolines using the Fuzzy Evaluation and Kriging System FUZZEKS which has been 
developed at the University of Kiel (Bartels 1997). FUZZEKS utilizes crisp measurement data 
as well as additional imprecise data subjectively estimated by an expert and defined as fuzzy 
numbers. This is particularly important in the case of an insufficient amount of data 
(Piotrowski et al. 1996). The analysis of the suitability of a specified land unit as a waste 
disposal site is presented in this paper as the simplified application example. Four land 
characteristics, namely water table depth, hydrologic conductivity, clay content and Cl 
concentration, are taken into account in this example. 
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Predicting the structure of fish assemblages in rivers is a very interesting goal in ecological 
research, both from a purely theoretical point of view and from an applied one, for instance 
when river management strategies are to be defined. 
Estimates of the probability of presence/absence of fish species have been obtained using 
different approaches. Although conventional statistical tools (e.g. logistic regression) 
provided interesting results, the application of artificial neural networks (ANNs) has recently 
outperformed those techniques. ANNs are especially effective in reproducing the complex, 
non-linear relationships that link environmental variables to fish species presence and/or 
abundance. 
Even though ANNs are usually regarded as “black-box” models, they allow to perform 
sensitivity analyses as well as to obtain useful insights into the ecological processes that 
determine the fish assemblage structure. In particular, sensitivity analyses point out the role 
that each environmental variable plays and define its predictive value with respect to the 
biotic component of the ecosystem. 
Recent developments of the ANN training procedures, specifically aimed at solving 
ecological problems, allowed to optimize the prediction of species assemblages. The 
improvement in prediction involves not only the accuracy of the models, but also their 
ecological consistency. 
A case history about fish assemblages in the rivers of the Veneto region (Northern Italy) will 
be presented not only to show the results obtained by using ANN models, but also to outline 
the particular strategies that have been used to adapt those ANN models to ecological 
problems. 
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Sometimes the ecological relationships that we want to model are just too complex to be 
reproduced. In this case, we usually try to collect more data and/or to define a new modeling 
goal that is more simple and more feasible. Neural network models, even though they proved 
to be very effective in many cases, are not an exception to this rule. 
However, the heuristic nature of neural network modeling allows developing strategies that 
can help to improve the accuracy of the results. This goal can be attained, for instance, by 
modifying the learning algorithms in order to improve their performance by adapting them to 
the specific problems that have to be solved. 
Using a data set about benthic macroinvertebrates, we will provide an example of a complex 
ecological problem that has been approached by enhancing the neural network training 
algorithm. In order to attain this goal, we modified a conventional error back-propagation 
algorithm in a way that allows to use not only data, but also theoretical ecological knowledge. 
In particular, the latter source of information has been exploited by embedding a set of simple 
ecological “rules” into the computation of the mean square error during the validation phase 
of the learning algorithm. 
This enhanced modeling strategy will be presented in comparison with a conventional 
approach and its potential developments will be thoroughly discussed. 
 

 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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Biomonitoring, the area in which biological indicators are used to measure the changes in the 
environment is not a new field.  The emphasis in biomonitoring has been on finding the biological 
organism/s that show some form of response to environmental changes.  Finding such organisms 
may not be easy.  However, recent technological advances have given researchers the opportunity to 
observe, collect and store data in new territories with new devices.  Analysing such ecological data 
sets and correlating these with the environmental changes still pose many constraints with the 
standard statistical methods.  In this paper, we explore some data mining techniques using 
Kohonen’s self-organising map (SOM) methods, an artificial neural network based on unsupervised 
training algorithm, for data analysis/ visualisation in biological and environmental systems.  
Over the last two decades, the availability of increased computing power, improved network 
capabilities and data storage devices at constantly tumbling prices have increased the capture and 
storage of data significantly.  Further, the use of recent technological advancements in embedded 
systems has improved the quality of data as well.  This has led the exploration for new methods to 
analyse these data sets to their potential.  
In recent years, the causes of global environmental degradation are increasingly seen to be 
anthropological.  Many national and international institutions have introduced more programmes to 
address this issue i.e. Millennium Ecosystem Assessment, Ecological Assessment and Indicators 
Research Programme by the Environment Production Agency.   In light of the complexity involved 
in ecosystem processes, traditional methods alone are becoming more and more unsuitable for 
analysing such large amounts data sets collected through environmental monitoring programmes. 
Methodology: The use of SOM methods in ecological modelling is being proven to be very 
successful in the recent past.  It has provided a means to reveal the relationships in highly complex 
ecosystem processes using measurable data alone without any physical models.  We applied SOM 
techniques (i.e. cluster analysis, component dependency analysis and time series analysis) to model 
the poorly understood environmental and biological system processes in terms of ecological 
response caused due to human activities, with the data collected through some biodiversity 
monitoring programmes conducted by the Auckland City Council.  We intend to show here how the 
use of SOMs provides a refined approach towards the research results in modelling complex 
ecosystem processes.   
The example chosen here also illustrates how siltation, caused by rapid urbanisation along the east 
coast beaches of Auckland in northern New Zealand has been sufficient enough to cause observable 
degradation in the coastal biodiversity.  The pressure imposed by the concerned public and 
environmentalists of the area paved ways for establishment of the Okure Marine Reserve (1996) in 
Long Bay, which was the first of its kind to be set up in an urban area in New Zealand.   
The Auckland and North Shore City Councils have been carrying out monitoring programmes in an 
attempt to study the effects of urbanisation along these beaches.  One of them is the project assigned 
to the Auckland University’s UniServices.  In this paper we look into the aspects of using SOM 
methods to explore this data to establish any relationships found between the environmental 
parameter and the community structure response in subtidal organisms.  We also compare these 
results with that of the conventional statistical methods.   
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The objective of this study is development of a biomarker used to monitor abnormal 
behaviors of Japanese medaka as a model organism caused by toxic and persistent  chemicals 
in the ecosystem. Each fish was subjected to toxic chemicals such as fluoranthene, copper and 
diazinon after starvation for 24 hr. The fish was observed for their abnormal behaviors such as 
an enhanced surfacing activity, opercular movements, erratic locomotion, tremors and 
convulsions. These behaviors were concurrently observed on a real time basis using image 
processing and automatic data acquisition systems. The untreated individuals showed 
common behavioral characteristics (e.g., smooth and linear movements). The characteristic 
movements such as repeated linear back-and-forth movement and other irregular locomotion 
were chosen for patterns of response behaviors of fish treated with the toxic chemicals. 
Subsequently the selected parameters to characterize the movement patterns such as speed, 
meander and stop duration in a short time (e.g., 1 minute) sequence were sequentially 
provided as input for training with the artificial neural network with the backpropagation 
algorithm.  After training with the network, new sets of data were given to the network for 
evaluation.  The trained network was able to detect the characteristic patterns of response 
behavior of fish treated with different chemicals. The different response patterns were further 
investigated with molecular biological analyses through in situ immunohistochemistry and 
gene expression. The expressions of a catecholamine-producing enzyme, tyrosine 
hydroxylase (TH) at olfactory bulb and some brain regions of the fish were comparatively 
analyzed. The toxic effects on test specimens were also compared on the molecular genetic 
basis among different toxic chemicals. This study provides molecular and neurobehavioral 
bases of a bio-monitoring system of behavioral informatics projected from test specimens 
treated with toxic chemicals. 
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Recently build biogeochemical models of marine sediments are able to calculate the efflux of 
nitrous oxide, which is an important agent in the global climatic system. Due to the complex 
nature of the model, parameterization uncertainty is high, in particular when being applied to 
various sites. In order to reduce complexity without losing features relevant for nitrous oxide 
dynamics we first generated a large number of time series for important variables employing 
realistic Wadden Sea boundary conditions and random parameter sets. Secondly, we used 
Kohonen-SOMs to map the data onto a set of prototype vectors which are further reduced by  
means of different clustering algorithms. From the resulting set of basic states a 
Bayesian-type state-transition network was constructed to investigate the temporal behavior 
of the system. We found only a few constellations of the model with high gas efflux and also 
only a few number of antecedent states leading to them. The results confirm the assumed 
large contribution of coastal waters to the global nitrous oxide budget. In addition it is shown 
that there exists only a narrow domain in which those high emissions occur. The dynamics of 
these emissions can be formalized in a reduced model frame without losing specific aspects of 
interest.  
Finally we conclude that with our approach it is possible to visualize complex model data, 
take into account model uncertainty and to deduce new knowledge. 
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Landslides are natural disasters which can cause serious damages in terms of lives lost, homes 
destroyed, economies disrupted. By understanding how and where these natural events occur 
we can respond effectively when disasters strike. The simulation of landslide hazards is 
particularly relevant for the prevention of natural disasters, since it enables to compute risk 
maps and helps to design protection works. Landslides are complex natural phenomena that 
are hard to model and simulate. Predicting hazardous events such as landslides is particularly 
difficult because no laboratory exists that can preliminary measure the necessary variables, 
refine the techniques, and apply the results. Moreover, landslide simulations need to be 
accurate and often require massive amounts of computations.  
Cellular automata (CA) theory is a significant approach to incorporating computer modeling 
in the study of natural phenomena because CA can capture the essential features of systems in 
which global behavior arises from the collective effect of numerous simple, locally interacting  
components. Moreover, CA are an inherently parallel computing abstract model. CA consist 
of a grid of cells, where each cell has one of a number of finite states. Each cell’s state is 
updated in discrete time steps according to a local rule (transition function) or set of rules. 
These rules might depend on the state of the cell in its previous time step or the state of its 
nearest neighbors. 
 In my opinion, CA models, visualization methods, high performance systems, together with 
geographical data retrieved by the Worl Wide Web are the essential elements by which 
simulations that can help researchers to better understand the physics of these natural 
phenomena. To meet this goal, we have developed a high performance problem solving 
environment, called CAMELOT (Cellular Automata environMent for systEms modeLing 
Open Technology), that allows interactive simulation and steering of cellular computations. 
CAMELOT is a multi-platform system that uses the cellular automata computational model 
both a tool to model and simulate dynamic complex phenomena and as a computational 
model for parallel processing. It combines simulation, visualization, control and parallel 
processing into one tool that allows to interactively explore a simulation, visualize the state of 
the computation as it progresses and change parameters, resolution or representation on the 
fly. Moreover, CAMELOT supports exploratory, algorithmic and performance steering of 
cellular computations.  
Currently, we are applying CAMELOT within  a research project that handles the landslide 
events that have interested the Campania Region in May 1998 in the Sarno area. The aim of 
the work is to improve the overall ability to predict landslides and mud flows and to develop 
countermeasures to limit its disastrous consequences. Our simulation is based on a cellular 
model of debris/mud flows defined in [1]. This model defines the ground as a two-
dimensional plane partitioned into square cells of uniform size. Each cell represents a portion 
of land, whose altitude and physical characters of the debris column land on it are described 
by the cell states. The state evolution depends on a transition function, which simulates the 
physical processes of the debris flow. We have developed and tested the model of the 
landslide simulation on a Linux Beowulf cluster machine. We have selected the Chiappe of 
Sarno-Curti debris flow as a first case of study. For our simulation we have used a map of the 
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landslide at 1:5000 scale. The area of interest has been mapped on a cellular automata of 772 
cells long and 880 cells wide, which each square cell being 2.5 meters on each side. The 
experiments required about 6000 iterations (update steps) for obtaining the shape of the 
landslide. First results show a good accordance between the real phenomenon and simulation 
result. A critical aspect of our model concerns the identification of accurate and accessible 
characterizations of both soils attributes and water content for the land units in our study area. 
We are evaluating the possibility to extract this information from hyperspectral data analysis 
acquired by MIVIS airbone platform by the LARA-CNR project. 
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This paper describes the selection and implementation of a genetic algorithm for mapping 
species distributions into the Lifemapper project (http://www.lifemapper.org). Using a 
screensaver version of GARP (Genetic Algorithm for Rule-set Production) for modeling 
species distributions,  lifemapper harnesses vast computing resources through 'volunteers' PCs 
similar to SETI@home.  Lifemapper's primary goal is to provide an up to date and 
comprehensive database of species maps and prediction models (e.g. geographic distribution 
of the bobcat or Lynx rufus).  The models are developed using specimen data from distributed 
museum collections and an archive of geospatial environmental correlates. A central server 
maintains a dynamic archive of species maps and models for research, outreach to the general 
community, and feedback to museum data providers. 
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We developed an artificial neural network model for breeding success of a marsh-nesting bird, the 
red-winged blackbird Agelaius phoeniceus, using data from two marshes in Connecticut, USA in 
the years 1969-1970. The independent variables were vegetation durability, nest height, distance to 
open water, distance to edge and water depth. The dependent variable was a binary index of whether 
or not any nestlings fledged. We developed the model using data from one of the marshes, Clarkes 
Pond in 1969-1970. We used bootstrapping to determine the maximum number of epochs to train 
the model. We stopped the training when corrected average cross entropy (c-index), which is 
approximately the area under the ROC curve, leveled off. The corrected c-index, calculated using 
150 bootstraps, leveled off at 0.663 after 70 epochs. This corrected c-index was lower than the c-
index of 0.746 obtained on the training data.  According to the ANN model, the most important 
variables for predicting breeding success were nest height and water depth. Distance to edge was the 
least important variable.  Sensitivity analyses indicated that breeding success increased with 
increasing water depth and increasing distance to edge but decreased with increasing nest height.  
Breeding success was high with lower vegetation durability and high vegetation durability while 
vegetation with mid-range durability had low breeding success. Breeding success generally 
decreased with increasing distance to open water.  The model was tested independently on All 
Saints Marsh.  The two wetlands were quite different from each other.  Clarkes Pond was an open 
water pond surrounded by Typha vegetation where the red-winged blackbirds nested.  All Saints 
Marsh was a shallow emergent marsh dominated by Typha with scattered shrubs throughout.  It did 
not have any large areas of open water in either 1969 or 1970. The resulting c-index of the test for 
both years of All Saints Marsh was 0.511. When we tested separately on the two years, the c-indices 
for All Saints marsh in 1969 and 1970 were 0.474 and 0.532 respectively.  The artificial neural 
network model did not perform better than a general linear model.  The GLM model had a c-index 
of 0.630 on the training data and a c-index of 0.536 for the test for both years of All Saints Marsh. 
The GLM c-indices for All Saints Marsh in 1969 and 1970 were 0.533 and 0.528 respectively.  In 
addition to differences in vegetation and open water areas, an important reason for the failure of the 
model to generalize to the other wetland was different predation pressure in the wetlands.  In these 
wetlands the most important factor influencing breeding success was predation.  Predators are 
influenced by environmental variables such as water depth and distance to edge, which were 
included in the model.  For example, predation decreased with increasing water depth under the 
nest.  However, predators are also influenced by factors such as prey density, which was not 
included in this model.  High nesting density reduced the percentage of nests that were destroyed by 
predators.  Another reason for the poor generalizability of the artificial neural network model may 
be the limited number of data points used for training. In this study artificial neural networks did not 
provide any advantages over general linear data analysis techniques.   

                                                 
* Corresponding Author 
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One more or less current approach to modelling life history evolution is optimization 
modelling. Though this approach is not universal, there is a wide class of situations (at least 
on the level of modelling, but we hope in the reality too) where the natural selection can be 
interpreted as an optimization of some criterions of fitness. Usually these criterions are the 
intrinsic rate of population increase, r or the average life time reproductive success, R0. They 
are easily calculated from the Leslie model on the basis of age-specific fertilities bt and 
survival probabilities pt, either directly (as R0) or using the Euler-Lotka equation (as r). The 
characteristics bt and pt, in turn, depend on age-dependent variables describing the state of 
organism (such as its size wt and vulnerability qt), and on (possibly time- or season-
dependent) variables describing the state of environment (such as availability of food aT and 
degree of aggressiveness AT). In the present model we do not take into account the 
dependence of environmental characteristics on time or season and simply associate them 
with the parameters a and A in the equations of Kleiber and Gompertz-Makeham, 
correspondingly. The first of these equations, et =a·(wt)b, with b about 0.75, expresses the 
rate of energy production for an organism of size wt as a function of this size, whereas the 
second equation, pt=exp(-A-qt), expresses the total rate of mortality as the sum of an age-
independent environmental component A and an age-dependent individual component qt. The 
age dynamics of bt and pt (as well as the age dynamics of the state variables) depends also on 
the strategy of distributing the energy between different needs of the organism: growth, 
reproduction, survival, etc. This strategy can be presented as a vector function Ut of state 
variables Ut=Ut (wt, qt, ·), the components of Ut being the fractions of energy allocated to 
growth, reproduction, survival and other needs of the organism. Finally, the goal of the 
optimization modelling of life history evolution is to find a strategy providing the optimum 
(maximum) of the fitness. One way of solving this problem is to represent the function Ut as a 
neural network having the state variables as its inputs and the components of Ut as its outputs 
and to find the optimal parameters of this network (weights of links and thresholds of 
neurons) using a genetic algorithm. In the presented study we use the described model, under 
different underlying hypotheses, to predict how the changes in environmental characteristics 
such as food availability, environmental conditions and survival hazards might influence the 
basic life history parameters bt and pt (and thereby derivative parameters such as size at birth, 
size at maturity, age of maturity, fertility, life expectancy, etc.). The model predictions are 
compared with real tendencies drawn using the statistical analysis of global data on human 
demography and life conditions for about 170 countries. 
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The aim of the present research was to demonstrate on a pilot data-set the efficiency of using 
the association of the SOM algorithm and the Structuring Index to classify different 
ecological conditions and to determine the most relevant species (called "structuring species") 
or assemblages characterising eco-regions. 
The pilot reference data-set comes from water quality surveys led by the Cemagref in 1994 
and 1998 for the Adour-Garonne Water Agency. All the information have been gathered in a 
database, each site being described with environmental and taxonomic descriptors. Used in 
the frame of the PAEQANN project, this database revealed weaknesses concerning the 
stations distribution over the basin, and then has been completed in this way in summer 2001. 
In a preliminary step of analysis, a set of parameters as altitude and conductivity computed by 
PCA showed their ability to settle an eco-regional framework within this basin, as they cluster 
stations in a geographical way. 
Keeping in mind this first level of aquatic ecosystem classification, the taxonomic 
information have then been analysed with the Kohonen Self Organizing Map algorithm 
(SOM) (Kohonen, 1995), combined with the Structuring Index (SI) (Giraudel, submitted).  
SOM has already been successfully used in ecology for communities patternizing (Giraudel & 
Lek, 2001 ), because of non-linear relationships between abiotic and biotic parameters. This 
unsupervised neural network enables visualisation of the species assemblages in a two-
dimensional space, preserving the topology of the input data. For each species environmental 
distribution can be observed directly, so this method appears to be very powerful and could be 
applied to strengthen the results already obtained with other techniques (for example 
ecological profiles by Daget & Godron 1982). 
Combined with the SI, this method allowed us: 

• to exclude structuring and non-structuring taxa, that is to say taxa which presence 
brings strong ecological information or not ; 

• and then to determine, in the reference stations database, the species assemblages 
characterising the main Adour-Garonne eco-regions. 
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The paper describes a River Pollution Bayesian Belief Network (RPBBN) that was developed 
for the Environment Agency (England and Wales) as part of a R&D Project that used 
plausible reasoning and pattern recognition to diagnose and predict river health from field 
data.  The background to the study is presented, including the findings of two preliminary 
studies that highlight some problems of network design, creation and testing.  A brief 
description is also given of the data set and how it was validated and manipulated to form the 
project database.  The final database contained the abundance levels of 76 macroinvertebrates, 
12 site characteristics and up to 34 chemical variables recorded at 3556 sites in the spring and 
autumn of 1995.   
Networks having nodes with multiple parents may produce excessively large conditional 
probability matrices.  The problems that this creates are explained, and details of two tools 
that were developed to help overcome them are given.  The first tool used multiple linear 
regression and information theory to optimise the causal links between the variables, whereas 
the second performed n-dimensional smoothing of the raw conditional probability matrices.   
The paper includes details of the development process and final structure of RPBBN, and a 
description of a graphical user interface designed to interface with RPBBN.  The interface 
allows users to input data from file and to perform diagnoses or prognoses (prediction) as 
required.  The state of health of a river can be diagnosed, in terms of probabilistic predictions 
of five key chemical variables, using macro-invertebrate data, site characteristics and the 
season.  Alternatively, the community composition of a river can be predicted from its 
chemistry and site characteristics.  This flexibility allows users to model hypothetical 
situations or assess the impact of changes to an existing situation.  For example, one might 
explore how a change in river chemistry would affect community composition.  These aspects 
of RPBBN are demonstrated in the paper through typical examples.  The strengths and 
weaknesses of the BBN approach to ecological modelling are discussed and some examples 
of its use in other environmental fields are given.  The paper concludes that BBNs provide a 
very powerful means of interpreting ecological data and have considerable potential for use in 
all environmental fields. 
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A central theme in water management research is the problem how to select the optimal 
measure for restoration. Solving this problem requires prognosis of the expected response of 
the ecosystem. Up till now, the dominant approach has been to combine all available 
quantitative information on important processes in computer models for prediction. Such a 
compilation of information, however, is accompanied by a compilation of errors and 
uncertainties, which is the main reason that this approach is losing some popularity. 
Most experts do better than most models. We think that this is because experts tend to reach 
their conclusion in a safer way than models do. It has been indicated a predominant problem 
solving method of experts is the use of past analogous cases. In lake management for 
example, the response of a specific lake to removal of fish is expected to be similar to that of 
comparable lakes, where this has been done before. Obviously all lakes are different, 
therefore some nuance has to be made as well.  
The search for analogous cases has been formalized in the technique of case-based reasoning 
(CBR). This technique is rooted in the 1980’s in the rather specific research area of artificial 
intelligence. In its essence, the computer selects the most similar cases (lakes) from some 
relevant variables. The characteristics of the selected cases are visualized in such way that 
differences and similarities are easily recognized. 
The computer information system that we developed is called Best Analogous Situations 
Information System (BASIS) and is an aid for ecologists to make predictions of the response of 
aquatic systems to measures. Besides the CBR technique, the program includes an option for 
exploratory analysis of the database. Two and three-dimensional plots can be made and 
outliers can easily be examined and selections can be highlighted. Up till now, we have 
collected data of 70 Dutch lakes with several relevant variables. 
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Water managers more and more ask for prediction of the measures they intend to take. 
Prediction of ecological effects is complex and often not quantified. This contribution takes 
communities of macrofauna taxa and theier environment as an important example. To use 
community-environment relationships, a data-analytical approach is followed that consists of 
three steps: (1) macrofauna samples are clustered into groups; (2) the groups are related to the 
environment data by ordination; and (3) a prediction model based on the environment of the 
groups by using multinomial logistic regression is constructed. Communities or groups are 
used rather than taxa because groups have the simplicity that helps to communicate the results 
to water managers. Groups, when well described in a typology, have meaning and become 
real as if they already exist. 
Three prediction models are constructed: one for a large number of regional waters and two 
for streams and ditches, respectively for national purposes.  
The models are tested on different water management cases in the Netherlands. The results 
validated the models and are promising for the end-users.  
 
 
This work has been supported by the EU through the PAEQANN project (5th Framework 
Programme, contract EVK1-CT1999-00026) 
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The projection persuit algorithm for the navigation through high dimensional data-spaces has 
been developed by Friedman & Tukey in 1974 (IEEE Trans. Comp). It is based on a random 
selection of 2-dimensional projections of the high dimensional data optimized with respect to 
a given index-function measuring the degree of data separation seen in the 2-dimensional 
projection. The advantage of this algorithm is the good visualization of the data, however the 
high calculation load did not allow ist application to very large datasets for some time. 
Nowadays with large computing power even in desktop computers this problem has vanished 
and makes this tool available in many different areas.  
In this paper we present an implementation of this tool together with some new index-
functions which have proved to be very useful in various applications in quality assurance in 
industry, in sleep research in medicine both with data sets of some 104 vectors of dimension 
>500. The indices developed have a behaviour which is robust with respect to outliers in the 
data set. The originally pure random choice of two projection directions is made more 
effective by using annealing techniques and genetic algorithms. 
The algorithm can be applied both supervised, with preassigned classes, as well as 
unsupervised, separating subclasses differing in their distribution from the expected overall 
pattern.  
The software presented provides an easy to use GUI for the visual inspection of large data sets 
in 2-dimensional projections. Classifications can be found automatically or interactively by 
user selections. 
We prove its usefulness for ecological data in applications to several data sets on water 
ecology in some small rivers in central Germany. 
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The prediction and explanation of algal abundance and succession is of major interest to 
freshwater ecologists.  The use of machine learning techniques, such as rule induction and 
neural networks, has been successfully applied to time series data of freshwater systems.  
Case-based reasoning (CBR) is a machine learning technique based on concept formation and 
similarity measures that allows the user to incorporate background knowledge and interrogate 
explanations of predicted values.  Although CBR has been applied to many domains it has 
only been applied in a limited number of cases to freshwater systems, and to time-based 
modeling in particular.  This paper describes the application of CBR to predicting 
chlorophyll-a concentration and Microcystis abundance for a freshwater lake environment, 
based on water quality variables, light, temperature and zooplankton populations.  The ability 
for CBR to measure concepts of similarity allows an exploration of conditions that occur 
during different bloom periods and to support process understanding by exploring the 
variables that give significant improvement to prediction.  This paper demonstrates the 
capability of CBR for time series ecological data, suggests several directions for research and 
concludes that CBR has a significant role to play in the domain of predictive freshwater 
ecology. 
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Process models of chlorophyll-a concentration for freshwater systems, and in particular lake 
environments, have been developed over many years.  Previous work has demonstrated that 
the optimisation of constants within these models has been able to significantly improve the 
quality of the resulting model on unseen data.  This paper explores two properties of one 
particular process model: can the model predictions be improved by optimising the constants 
over different temporal scales; and can seasonal patterns be identified, based on monthly 
training scales, that allow further understanding of the response of the freshwater system to 
changing environmental conditions.  The results show that there is some improvement on the 
prediction of unseen data when using constants of the process model optimised for individual 
months, versus constants trained over a yearly cycle.  Additionally, by studying the patterns 
of the constants over various time scales some underlying seasonal patterns can be observed.  
These patterns can be further studied by exploring how the various elements of the process 
model vary with monthly versus yearly training constants.  This work demonstrates some 
possible directions for understanding how the behaviour of freshwater systems at different 
time scales can be used to understand the properties of these complex, non-linear systems. 
 


